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ABSTRACT
We introduce On-NAS, a memory-efficient on-device neural archi-
tecture search (NAS) solution, that enables memory-constrained
embedded devices to find the best deep model architecture and
train it on the device. Based on the cell-based differentiable NAS,
it drastically curtails the massive memory requirement of archi-
tecture search, one of the major bottlenecks in realizing NAS on
embedded devices. On-NAS first pre-trains a basic architecture
block, calledmeta cell, by combining 𝑛 cells into a single condensed
cell via two-fold meta-learning, which can flexibly evolve to various
architectures, saving the device storage space 𝑛 times. Then, the
offline-learned meta cell is loaded onto the device and unfolded to
perform online on-device NAS via 1) expectation-based operation
and edge pair search, enabling memory-efficient partial architecture
search by reducing the required memory up to 𝑘 and𝑚/4 times,
respectively, given 𝑘 candidate operations and𝑚 nodes in a cell, and
2) step-by-step back-propagation that saves the memory usage of the
backward pass of the 𝑛-cell architecture up to 𝑛 times. To the best
of our knowledge, On-NAS is the first standalone NAS and training
solution fully operable on embedded devices with limited memory.
Our experiment results show that On-NAS effectively identifies
optimal architectures and trains it on the device, on par with GPU-
based NAS in both few-shot and full-task learning settings, e.g.,
even 1.3% higher accuracy on miniImageNet, while reducing the
run-time memory and storage usage up to 20x and 4x, respectively.
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Figure 1: On-NAS enables memory-efficient neural architecture search (NAS)
on the device, which effectively tackles the dataset shift problem intrinsic in
many deep learning-based embedded, mobile, and IoT applications. It drasti-
cally curtails the huge memory (RAM) usage required by neural architecture
search, which is one of the major bottlenecks of NAS, thus allowing memory-
constrained embedded devices to update (adapt) their model architecture to
new real data accordingly in a memory-efficient manner solely on the device
without relying on external systems, e.g., cloud servers.

1 INTRODUCTION
As deep learning has made huge progress over the past decade [6,
45, 82, 87], various deep models are now actively deployed onto a
wide range of embedded and mobile devices [51, 97]. Currently, the
de facto way of bringing a deep model to those devices is to train a
small-size deep model on a GPU machine offline and then deploy it
onto the device primarily for inference tasks. However, the offline-
train-and-deploy strategy suffers from a significant problem called
dataset shift [74] that ruins the model performance, e.g., lower
prediction accuracy, caused by the disparity between the training
and real data distributions [64]. Since a real environment to which
devices are deployed is likely to be different from the pre-defined
training environment, the offline-trained deep model can hardly
make correct inferences on new real environment data unless it is
re-trained with real environment data online in a timely manner [1].
Considering that 1) most real environments keep evolving, and 2)
their data distributions change accordingly, the performance and
reliability of many deep learning applications, such as computer
vision [96], NLP [39], and reinforcement learning [34], unable to
be trained with real data, tend to deteriorate over time. Specifi-
cally, dataset shift is prevalent in embedded and mobile settings,
as those devices are highly likely to keep running into dynamic
environments and various users. Tab. 1 shows some examples of
deep model performance degradation caused by dataset shift.
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To solve the dataset shift problem, various on-device training
techniques have been proposed to adapt (update) deep models to
real environment data [30, 49, 94] in the wild. Although they have
enabled resource-efficient and lightweight deep model training on
the device, the model’s performance, adaptability, and flexibility
on new real data are still limited to some extent since they only
update the model’s weight parameters without adjusting the model
architecture to new data, as the learning effect of weight update is
significantly limited by the model architecture and capacity [17, 40].

Task (Dataset) Metric Training (ID) Real (OOD) Gap
CMNIST [46] Avg Acc (%) 87.4 17.1 70.3

CIVILCOMMENTS [43] Worst Group Acc (%) 92.2 56.0 36.2
CAMELYON17 [43] Avg Acc (%) 93.2 70.3 22.9

Table 1: Deep models trained only with the pre-defined training data
are likely to experience performance drops when encountering real
data on the field of which distribution is different from that of the
training data, i.e., in-distribution (ID) vs. out-of-distribution (OOD).
More experimental details can be found in the original references [43,
46]. The tasks above are dedicated to simulating dataset shift.

Unlike theweight-only-update training,Neural Architecture Search
(NAS) [22] finds the best-performing model architecture and weight
parameters simultaneously for target data. Since NAS optimizes not
only the weight parameters but also the model architecture, it is well
known that NAS, in general, can better adapt to new data, com-
pared to keeping the model architecture intact and only updating
the weight parameters [22]. For instance, the weight-only-update
YOLOv3 [76] and the NAS-based NAS-FPN [29] achieves an average
precision of 22.1 and 48.3 on the COCO test-dev [54], respectively,
exemplifying a huge performance gap between them. Furthermore,
in perspective of addressing temporal dataset shift with NAS, Au-
toML4ETC [63] has recently shown state-of-the-art performance
at encrypted traffic classification (ETC) tasks with NAS, showing a
substantial amount of robustness toward temporal dataset shift.
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Figure 2: The memory requirement of NAS (CDARTS [98], AutoFormer [12],
MileNAS [35], and SEDONA [71]) vs. the memory capacity of embedded plat-
forms (BeagleBoard [16], Raspberry Pi 3 [70], and Jetson Nano [11]).

Although NAS enables deep models to better adapt to new data
by composing the optimal network architecture for it, it comes at the
cost of computing resources, especially huge memory usage [77, 99].
As NAS typically trains multiple candidate architectures simultane-
ously in search of the best one, the required memory space easily
becomes to exceed that of the weight-only-update training that only
deals with a single fixed model. Unlike the compute-intensive pro-
cess of NAS, which has been alleviated by recent studies [10, 90, 95],
the memory bottleneck remains the biggest obstacle to the practical
implementation of NAS [95]. Considering the limited size of mem-
ory on resource-constrained embedded, mobile, and IoT devices,
realizing NAS on such devices has been regarded as a formidable
task so far despite its superior performance. Fig. 2 compares the
memory requirement of state-of-the-art NAS and the memory ca-
pacity of commercial embedded platforms, clearly showing that

existing NAS solutions can hardly run on memory-constrained
embedded devices.

In this paper, we propose On-NAS—a memory-efficient on-device
neural architecture search (NAS) which enables deep models run-
ning on a memory-constrained embedded system to adapt to new
data within the tight memory budget based on gradient-based meta-
learning [23] and differentiable architecture search [59]. It curtails
the run-time memory usage and the storage requirement of NAS
with three approaches: 1) two-fold meta-learning, 2) expectation-
based operation and edge pair search, and 3) step-by-step back-propaga-
tion. Those proposed three methods allow a deep model to best
learn new data on the device through joint optimization of the model
architecture and weight parameters, providing improved flexibility
and adaptability in data adaptation when compared to updating
only the weight parameters, as illustrated in Fig. 1. With On-NAS,
memory-constrained embedded devices become able to provide sta-
ble model performance in response to data changes (dataset shift)
on their own without a manual effort of architecture design, leading
such devices to be flexible and capable self-learning agents. To the
best of our knowledge, On-NAS is the first standalone on-device NAS
entirely run on the device without relying on external systems, unlike
existing on-device NAS [3] that offload the NAS workloads as well
as the device data to the cloud and then receive back the resulting
model architecture.

We argue that On-NAS can tackle many dataset shift problems
of intelligent embedded systems, especially for few-shot learn-
ing [67, 83], as On-NAS allows an agile architecture search with
a reasonable number of architecture search steps on the device,
enabled by the proposed meta cell pre-trained with multiple meta-
learning tasks. Besides, differential architecture search allows effi-
cient architecture adaptation by greatly reducing search time via
gradient-based optimization. Furthermore, On-NAS can also apply
to more severe dataset shift problems as future proof, including full-
task learning where an optimal model architecture is found using
the entire training dataset, which usually takes a larger number of
search steps.

On-NAS can be best utilized when an intelligent embedded sys-
tem, e.g., a robot, health care, military deployments, and infras-
tructures of rural areas, needs to adapt to the heterogeneity and/or
change of data by itself [28, 33, 52] in a situation not allowing fre-
quent deployments of newly-trained offline models as well as data
transfer, possibly due to scarce network connectivity or privacy
issues. For instance, underground power tunnels constructed 40m
deep with minimum or no connectivity should be monitored for
anomalies in power transmission lines. To monitor a wide range of
incidents, including internal subsidence cracks [33], recent studies
apply neural networks [33] for detection. Since such tunnels vary a
lot in their structures, e.g., spatial difference, colors, etc., an offline-
trained model can hardly make proper inferences on each tunnel as
expected because of the disparate data distributions of each tunnel
and their diverse deteriorations over time, e.g. aging, wear, and tear.
In this case, On-NAS would be a feasible solution, as it is capable of
adapting the model architecture and weight parameters to evolving
or unseen data of each tunnel on the device without connections.
Moreover, On-NAS leverages meta-learning, enabling itself to adapt
faster to new data, when the number of newly acquired real data
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samples with labels are not abundant, which can be interpreted as
few-shot tasks.

We implement On-NAS on NVIDIA Jetson Nano [11] with Py-
Torch [68] and open-source it with an anonymous public git repos-
itory1, which can be easily adapted to various embedded plat-
forms. We evaluate On-NAS in two dataset shift scenarios with
NAS benchmark tasks widely used to assess the performance of
architecture search: 1) few-shot learning of miniImageNet [88] and
Omniglot [48], and 2) full-task learning of CIFAR-10 [44] and CIFAR-
100 [44]. The experiment results demonstrate that On-NAS reduces
the run-time memory and storage usage of NAS up to 20x and 4x,
respectively while successfully finding optimal architectures for
various data configurations on the device, achieving competitive
classification accuracy to existing GPU-running NAS consuming
20x more memory, e.g., 63.3% (On-NAS) vs. 62.0% (MetaNAS [23])
on 5-shot learning of miniImageNet.

2 BACKGROUND
2.1 Differentiable Architecture Search
Although neural architecture search (NAS) [19, 22, 37] can produce
optimal architectures in various domains [7, 24, 29, 38, 101], they
take a painfully long search time. For instance, a reinforcement
learning-based NAS [103] takes 2,000 GPU days for an image task,
implying they are infeasible for resource-limited embedded devices.
To address this problem, many approaches have been suggested, in-
cluding cell-based motifs [77] and differentiable architecture search
(DARTS) [59] which takes 1.5 GPU days at same task.

In On-NAS, we take the combination of the cell-based motif [69]
and differentiable architecture search (DARTS) [59] as the basic strat-
egy. It allows efficient architecture search with cell-based structure
and gradient descent with continuous relaxation [59], enabling us
to achieve both a significant reduction in search time and superior
performance, making it a practical choice for on-device NAS.

The super network of differentiable architecture search (DARTS)
is a stack of multiple cells consisting of several nodes, 𝑥 (𝑖 ) , in
each, where the node 𝑥 (𝑖 ) is the summation of outputs computed
through previous edges that take the previous nodes as input [59].
Each direct edge (𝑖, 𝑗) between two nodes 𝑥 (𝑖 ) and 𝑥 ( 𝑗 ) contains
a set of candidate operations 𝑜 (𝑖, 𝑗 ) , e.g., convolution and pooling,
to be included in the final architecture, which transforms 𝑥 (𝑖 ) by
applying 𝑜 (𝑖, 𝑗 ) as:

𝑥 ( 𝑗 ) =
∑︁
𝑖< 𝑗

𝑜 (𝑖, 𝑗 ) (𝑥 (𝑖 ) ) (1)

If we let O be a set of candidate operations, where each operation
𝑜 (·) ∈ O is applied to 𝑥 (𝑖 ) , the problem of categorical selection of
operations is relaxed as follows:

𝑜 (𝑖, 𝑗 ) (𝑥) =
∑︁
𝑜∈O

exp(𝛼 (𝑖, 𝑗 )𝑜 )∑
𝑜 ′∈O exp(𝛼 (𝑖, 𝑗 )

𝑜 ′ )
𝑜 (𝑥) (2)

where the vector 𝛼 (𝑖, 𝑗 ) of length |O| denotes the operation mixing
weight, also called operation parameter in this paper, for a pair
of nodes (𝑖, 𝑗). Thus, the task of architecture search is reduced
to optimizing (learning) the operation parameter 𝛼 = {𝛼 (𝑖, 𝑗 ) }

1https://github.com/eai-lab/On-NAS

through the gradient descent [79]. From this, the final architec-
ture is fixed by selecting the most-likely operation 𝑜 (𝑖, 𝑗 ) from
𝑜 (𝑖, 𝑗 )=argmax𝑜∈O𝑎

(𝑖, 𝑗 )
𝑜 , as shown in Fig. 3.
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Figure 3: In differentiable architecture search (DARTS [59]), candidate op-
erations, e.g., convolution and pooling, are deployed on edges in a repeated
motif named "cell". The operation parameter 𝛼 and the edge pair parameter
𝛽 assigned to each operation and edge pair, respectively, are learned via the
gradient descent to determine which operations and edge pairs to be included
in the final architecture. (a) before optimizing (learning) 𝛼 and 𝛽 , (b) the final
architecture after optimizing 𝛼 and 𝛽 , and (c) the cell-based architecture con-
sisting of a stack of 𝑛 cells as the basic building block. Figures are from [59].

Similar to the operation parameter 𝛼 , another parameter 𝛽 for
each possible pair of𝑚 input nodes in a cell, called edge pair param-
eter, is introduced [23] to sparsify the combination of nodes used as
inputs to the next node. Hence, by learning the edge pair parameter
𝛽 along with 𝛼 , optimal model architectures can be found after
the discretization of architecture by gradually optimizing them
simultaneously.

In sum, the task of differentiable architecture search is reduced
to find optimal 𝛼 and 𝛽 along with the weight parameter, denoted
as𝑤 , where a designated number of operations with higher 𝛼 and
edge pairs with higher 𝛽 survive in the final architecture among
vast search space, whereas the other remaining operations and edge
pairs with lower 𝛼 and 𝛽 are pruned away.

2.2 Meta-Learning Architecture Search
Recently, the concept of meta-learning-applied architecture search
[20, 23, 41] has been introduced to expand the advantage of meta-
learning [65, 75], i.e., finding the best initial weight parameter set
that can readily adapt to new datasets, to the domain of neural archi-
tecture search, i.e., finding the best initial architecture for faster and
better model architecture adaptation. For instance, MetaNAS [23]
optimizes the initial operation parameter 𝛼 and edge pair param-
eter 𝛽 from multiple tasks (datasets) using the gradient descent,
along with the initial weight parameter 𝑤 , prior to adapting to
new data. As meta-learning-applied architecture search utilizes the
gradient-based optimization similar to differentiable architecture
search (DARTS), the idea of connecting them naturally becomes to
work through the computational graphs. Therefore, a meta-learned
architecture becomes more flexible to new situations with scarce
or expensive data, making it a suitable pre-training strategy prior
to on-device NAS.

In On-NAS, we utilize MetaNAS [23] and Reptile [66] for meta-
learning-applied initial architecture setup (𝛼 , 𝛽 , and𝑤 ) as the pre-
liminary step of on-device architecture search, considering its low
computation complexity and simplicity.

https://github.com/eai-lab/On-NAS
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Figure 4: The overview of On-NAS: On-NAS first performs offline two-fold meta-learning over two axes, i.e., meta-task (dataset) learning and meta-cell learning, to
pre-train a single meta cell, which combines 𝑛 cells into one, saving the device storage usage 𝑛 times. Next, given a real new dataset to adapt, a memory-efficient
on-device architecture search is executed online by unfolding the meta cell and letting it evolve accordingly via the expectation-based operation (𝛼 ) and edge pair
(𝛽) search over 𝑘 candidate operations and𝑚 nodes in a cell, respectively, with step-by-step back-propagation, which collectively reduces the run-time memory
requirement of architecture search up to 𝑘 ·𝑚/4 · 𝑛 times.

2.3 Memory Burden of Architecture Search
Unfortunately, neural architecture search is considered one of the
most resource-demanding as well as time-consuming tasks [61],
as the search process usually entails multiple model training and
validation sub-processes. Although differential architecture search
(DARTS) [59] greatly reduces search time as described above, it
suffers from a huge memory burden. The primary reason comes
from that it needs to save intermediate outputs of all candidate
operations [9], also known as activation [30, 99, 102], used to learn
the operation parameter 𝛼 in Eq. (2), edge pair parameter 𝛽 , and the
model weight parameter𝑤 through the back-propagation [20, 23].

For example, the super network [59, 100] composed for CIFAR-
10 [44] is a stack of 8 cells, where each of the cells consists of 7
nodes, which makes 27 edges including 8 candidate operations
each [59]. As a result, a total of 1, 728 = 8 × 27 × 8 outputs (tensors)
should be saved in memory at run-time. Even worse, it is amplified
proportionally to the mini-batch size used in the back-propagation,
e.g., 55, 296 = 1, 728 × 32 tensors to be saved when the batch size
is 32, which is 11 times larger than ResNet-152 [36] that requires
saving roughly 4, 864 = 152 × 32 tensors in memory for its training.

2.4 Search Space for Few-Shot Tasks
It is known that the performance of neural architecture search
(NAS) significantly depends on the designated search space. Main-
taining a balance between the search time and the optimal model
architecture’s performance necessitates careful consideration of the
search space. To elaborate, a broader range of candidate operations
and complex target architectures increases the likelihood of finding
the optimal design. However, this approach inevitably requires a
painfully-long search time, making such NAS algorithms practi-
cally unfeasible. In this paper, we leverage the well-established
modular search space of MetaNAS [23], widely regarded as a suit-
able NAS technique for few-shot tasks, as shown by multiple prior
works [20, 23, 57]. Few-shot tasks can be interpreted as an adap-
tation toward dataset with different distributions, aligning with
numerous prior works to mitigate dataset shift through few-shot
learning [60, 89, 91], which results in notable performance in few-
shot classification tasks. We assume that the suggested search space
of MetaNAS [23] would be suitable for our specific circumstances.

3 OVERVIEW
Fig. 4 depicts the overview of On-NAS, taking two steps: 1) offline
two-fold meta-learning and 2) online on-device architecture search.

3.1 Two-Fold Meta-Learning
Two-Fold Meta-Learning. The first step of On-NAS is to pre-train
a single meta cell offline via two-fold meta-learning that performs
meta-learning over two axes: 1) meta-task learning and 2) meta-
cell learning, as shown in the left side of Fig. 4. Unlike existing
meta-learning NAS [23] that performs only meta-task learning
over multiple tasks to boost the adaptability to new data, On-NAS
additionally performs meta-cell learning over 𝑛 cells and combines
them into a single meta cell such that it readily evolves to any
necessary optimal cell architecture accordingly during on-device
architecture search. By having only one meta cell, not 𝑛 cells, the
device storage requirement reduces to 𝑛 times, where 𝑛 denotes the
total number of cells in the model architecture, enabling it to fit the
limited storage of the embedded device. To generate a meta cell that
can effectively evolve to necessary architectures while folding it
into a single cell conveying only 1/𝑛 information, On-NAS applies
the task coefficients and cell coefficients to the meta-task and meta-
cell learning, respectively. The offline-learned meta-cell is loaded
onto the device and used as a starting backbone cell.

3.2 On-Device Architecture Search
The second step of On-NAS is to perform an online on-device
architecture search from the pre-trained meta cell for real new data.
It first unfolds the meta cell into 𝑛 cells to construct the initial
architecture and applies three memory-saving search algorithms:
1) expectation-based operation search, 2) expectation-based edge pair
search, and 3) step-by-step back-propagation, as shown on the right
side of Fig. 4.
Expectation-based Operation Search. In the cell-based architec-
ture search [69], an edge connects two nodes (Eq. (1)) through 𝑘

candidate operations. To determine which of them to be included in
the final architecture, the relative probability [59] of each operation,
represented by the operation parameter 𝛼 in Eq. (2), is computed
using differentiation. As 𝛼 parameters of all operations are com-
puted at the same time, it becomes to consume a large amount of
memory. To reduce memory usage, On-NAS updates 𝛼 parameters
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only for a selected subset of operations at a time based on their
expected value at the final search step obtained by estimating the
gradients of remaining future search steps. It saves the run-time
peak memory up to 𝑘 times when a single operation is selected to be
updated while allowing for optimal operation selection comparable
to updating all 𝛼 simultaneously.
Expectation-based Edge Pair Search. Among a set of possible
edges that connect𝑚 nodes in a cell, On-NAS includes a pair of
edges for each node as the final architecture [23], where each possi-
ble edge pair is weighted by the edge pair parameter 𝛽 , representing
the relative probability of each edge pair in architecture search. The
edge pair parameter 𝛽 works similarly to 𝛼 for candidate operations,
determining which edge pair will be included in the final architec-
ture. To decrease the memory usage of edge pair search, On-NAS
selects a subset of edge pairs and only updates the selected subset of
𝛽 at a time based on their expectation computation similar to that
of 𝛼 . It allows finding the best edge pairs of the final architecture
using up to𝑚/4 times less memory.
Step-By-Step Back-Propagation. Finding an optimal architec-
ture (𝛼 and 𝛽) along with the weight parameter (𝑤 ) entails the
back-propagation [93] computation. Since it requires saving the
intermediate output (activation) of each layer in memory [95], the
amount of memory needed for it easily becomes to exceed the
limited capacity of embedded devices. To tackle this problem, On-
NAS performs back-propagation for each cell separately one by
one, starting from the last cell to the first one by maintaining the
intermediate gradient required to calculate the chain of gradients
between the cells and reusing the same memory space repeatedly
in a similar manner to the re-materialization [31] and gradient
check-pointing [13, 32]. Based on the repeated cell-based architec-
ture, On-NAS first analyzes the entangled connections and then
determines which gradients should be saved in memory in the
computational graph of the back-propagation. By executing the
back-propagation of each cell one at a time and reclaiming the mem-
ory space, the memory usage of a 𝑛-cell architecture is reduced up
to 1/𝑛 while producing the exactly same back-propagation result.

4 TWO-FOLD META-LEARNING
As the preliminary step of On-NAS, the meta cell is pre-trained
offline via two-fold meta-learning performed over two axes, i.e., 1)
meta-task learning and 2) meta-cell learning. The two-fold meta-
learning incorporates 𝑛 cells into a single meta cell based on the
task and cell coefficients that we propose to take into account the
relative importance of each task and cell during the meta-learning
for performance improvement and architecture search acceleration.
Fig. 5 depicts the procedure of two-fold meta-learning for a single
meta-epoch.
4.1 Task and Cell Coefficients
To generate a single meta cell that can readily adapt to new datasets,
we apply the task and cell coefficients when aggregating the opera-
tion (𝛼), edge pair (𝛽), and weight (𝑤 ) parameters of multiple tasks
and cells during the two-fold meta-learning. By utilizing those two
independent coefficients over two axes, it can learn more important
tasks and cells with higher weights (coefficients) than less signifi-
cant ones, which is crucial to attaining optimal initial architecture.
Task Coefficients. To represent the relative significance of the
optimized model architecture for a task, we assume that a certain
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Figure 5: The illustration of two-fold meta-learning for a single meta-epoch:
1) the initial meta cell is unfolded to the 𝑛-cell meta architecture, 2) the meta
architecture is updated with multiple task architectures (meta-task learning),
and 3) the learned meta architecture is folded back to the single meta cell
(meta-cell learning).

task is more crucial for finding the optimal initial architecture state
than other tasks if it requires a longer Euclidean distance to get
optimized. We define this distance representing the optimization
strength of a task as the task coefficient and apply it to meta-task
learning. The task coefficients promote the direction of parameter
updates closer to more important tasks, yet further from the updates
invoked by relatively less important tasks. Hence, they are expected
to increase the performance of meta-learning-applied architecture
search by reflecting the importance of each task accordingly while
accelerating architecture search, unlike existing works [20, 23] that
do not apply such coefficients.

Let 𝛼𝑚𝑒𝑡𝑎 , 𝛽𝑚𝑒𝑡𝑎 , and 𝑤𝑚𝑒𝑡𝑎 be the meta operation, edge pair,
and weight parameter, respectively, which we want to find through
meta-task learning. Then, for the 𝑖-th task 𝑇𝑖 among a total of 𝑑
tasks to be meta-learned, its task operation, edge pair, and weight
parameters, denoted as 𝛼𝑇𝑖 , 𝛽𝑇𝑖 , and 𝑤𝑇𝑖 , respectively, and their
task gradients over 𝑠 search steps, denoted as G𝛼

𝑇𝑖
, G𝛽

𝑇𝑖
, and G𝑤

𝑇𝑖
,

respectively, are defined as:

𝛼𝑇𝑖=𝛼𝑚𝑒𝑡𝑎−𝜆𝛼
𝑠∑︁
𝑗=1

𝜕L𝑇𝑖,𝑗
𝜕𝛼𝑇𝑖

, G𝛼
𝑇𝑖
≜𝜆𝛼

𝑠∑︁
𝑗=1

𝜕L𝑇𝑖,𝑗
𝜕𝛼𝑇𝑖

=𝛼𝑚𝑒𝑡𝑎−𝛼𝑇𝑖

𝛽𝑇𝑖=𝛽𝑚𝑒𝑡𝑎−𝜆𝛽
𝑠∑︁
𝑗=1

𝜕L𝑇𝑖,𝑗
𝜕𝛽𝑇𝑖

, G𝛽
𝑇𝑖
≜𝜆𝛽

𝑠∑︁
𝑗=1

𝜕L𝑇𝑖,𝑗
𝜕𝛽𝑇𝑖

=𝛽𝑚𝑒𝑡𝑎−𝛽𝑇𝑖

𝑤𝑇𝑖=𝑤𝑚𝑒𝑡𝑎−𝜆𝑤
𝑠∑︁
𝑗=1

𝜕L𝑇𝑖,𝑗
𝜕𝑤𝑇𝑖

, G𝛽𝑤𝑖
≜𝜆𝑤

𝑠∑︁
𝑗=1

𝜕L𝑇𝑖,𝑗
𝜕𝑤𝑇𝑖

=𝑤𝑚𝑒𝑡𝑎−𝑤𝑇𝑖

(3)

where 𝜆𝛼 , 𝜆𝛽 , and 𝜆𝑤 is the learning rate of 𝛼𝑇𝑖 , 𝛽𝑇𝑖 , and 𝑤𝑇𝑖 , re-
spectively, and L𝑇𝑖,𝑗 is the loss of 𝑇𝑖 at the 𝑗-th step.

As shown on the right part in Eq. (3), the gradients of the 𝑖-
th task 𝑇𝑖 , i.e., {G𝛼𝑇𝑖 ,G

𝛽

𝑇𝑖
,G𝑤

𝑇𝑖
}, are efficiently computed by taking

the distances between the meta parameters and the task param-
eters [66], i.e., {𝛼, 𝛽,𝑤}𝑚𝑒𝑡𝑎 − {𝛼, 𝛽,𝑤}𝑇𝑖 . The distances between
them represent the optimization strength of the 𝑖-th task 𝑇𝑖 over
the axes of {𝛼, 𝛽,𝑤}, which is equivalent to the summation of the
task gradients over 𝑠 steps [66].
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By normalizing the task gradients, {G𝛼
𝑇𝑖
,G𝛽

𝑇𝑖
,G𝑤

𝑇𝑖
} in Eq. (3), with

the softmax operation [4], the task coefficients of {𝛼, 𝛽,𝑤}𝑇𝑖 , de-
noted as {T𝛼

𝑇𝑖
,T 𝛽

𝑇𝑖
,T𝑤

𝑇𝑖
}, are obtained as follows.

T𝛼
𝑇𝑖
,T 𝛽

𝑇𝑖
,T𝑤

𝑇𝑖
=

exp(G𝛼
𝑇𝑖
)∑𝑑

𝑗=1 exp(G𝛼
𝑇𝑗
)
,

exp(G𝛽
𝑇𝑖
)∑𝑑

𝑗=1 exp(G𝛽
𝑇𝑗
)
,

exp(G𝑤
𝑇𝑖
)∑𝑑

𝑗=1 exp(G𝑤
𝑇𝑗
)
(4)

The task coefficients, {T𝛼
𝑇𝑖
,T 𝛽

𝑇𝑖
,T𝑤

𝑇𝑖
} in Eq. (4), are used as the

relative importance weight of 𝑇𝑖 during two-fold meta-learning,
along with the cell coefficients described below.
Cell Coefficients. In a similar way to computing the task coef-
ficients, the cell coefficients among multiple cells can be derived
for meta-cell learning. By considering cells at different locations
in a 𝑛-cell architecture as different tasks that the cells have to be
optimized, it becomes possible to calculate the relative coefficients
among them.

We define the cell coefficients, {C𝛼𝑐𝑙 , C
𝛽
𝑐𝑙
, C𝑤𝑐𝑙 }, of the 𝑙-th cell 𝑐𝑙

as the softmax normalization of the cell gradients, {G𝛼𝑐𝑙 ,G
𝛽
𝑐𝑙
,G𝑤𝑐𝑙 },

similar to Eq. (4), which is given by:

C𝛼𝑐𝑙 , C
𝛽
𝑐𝑙
, C𝑤𝑐𝑙 =

exp(G𝛼𝑐𝑙 )∑𝑛
𝑗=1 exp(G𝛼𝑐 𝑗 )

,
exp(G𝛽𝑐𝑙 )∑𝑛
𝑗=1 exp(G𝛽𝑐 𝑗 )

,
exp(G𝑤𝑐𝑙 )∑𝑛
𝑗=1 exp(G𝑤𝑐 𝑗 )

(5)

Here, the cell gradients, {G𝛼𝑐𝑙 ,G
𝛽
𝑐𝑙
,G𝑤𝑐𝑙 }, are the gradients with re-

spect to the cell operation, edge pair, and weight parameter of the
𝑙-th cell 𝑐𝑙 over 𝑠 search steps, denoted as {𝛼𝑐𝑙 , 𝛽𝑐𝑙 ,𝑤𝑐𝑙 }, computed
with the distances from the meta parameters, i.e., {𝛼, 𝛽,𝑤}𝑚𝑒𝑡𝑎 −
{𝛼, 𝛽,𝑤}𝑐𝑙 , similarly in Eq. (3).

The cell coefficients, {C𝛼𝑐𝑙 , C
𝛽
𝑐𝑙
, C𝑤𝑐𝑙 } in Eq. (5), strengthen the

update of the cell that has been optimized far from the initial meta
cell, with respect to the proportion of updates among the cells. By
applying the cell coefficients that weigh the operation, edge pair,
and weight parameters among the repeated cells, multiple cells
are accelerated to converge into a single meta cell during two-fold
meta-learning.

4.2 Two-fold Meta-Learning
By using the task and cell coefficients, two-fold meta-learning is
performed to generate a single meta cell defined by the meta-cell
operation, edge pair, and weight parameter, denoted as 𝛼𝑚𝑒𝑡𝑎−𝑐𝑒𝑙𝑙 ,
𝛽𝑚𝑒𝑡𝑎−𝑐𝑒𝑙𝑙 , and 𝑤𝑚𝑒𝑡𝑎−𝑐𝑒𝑙𝑙 , respectively, or {𝛼, 𝛽,𝑤}𝑚𝑒𝑡𝑎−𝑐𝑒𝑙𝑙 in
short. Algorithm 1 summarizes the entire procedure of two-fold
meta-learning.

It first constructs a𝑛-cell meta architecture and theweight param-
eter, denoted as {𝛼, 𝛽,𝑤}𝑚𝑒𝑡𝑎 , by stacking (unfolding) a pre-defined
initial meta cell, {𝛼, 𝛽,𝑤}𝑚𝑒𝑡𝑎−𝑐𝑒𝑙𝑙 , 𝑛 times. Next, for each task 𝑇𝑖 ,
the task architecture and weight parameters of 𝑇𝑖 , i.e., {𝛼, 𝛽,𝑤}𝑇𝑖 ,
are composed (copied) from the meta architecture, {𝛼, 𝛽,𝑤}𝑚𝑒𝑡𝑎 ,
and updated to minimize the task loss L𝑇𝑖,𝑗 over 1 ≤ 𝑗 ≤ 𝑠 steps
via the gradient descent. After 𝑇𝑖 has been optimized during the
meta-task learning, the task coefficients for 𝑇𝑖 , i.e., {T𝛼

𝑇𝑖
,T 𝛽

𝑇𝑖
,T𝑤

𝑇𝑖
},

are computed as described in Eq. (4). Once finishing the meta-task
learning, it proceeds to update the 𝑛-cell meta architecture and
weight parameter, {𝛼, 𝛽,𝑤}𝑚𝑒𝑡𝑎 , by summing up all the optimized
task architectures and weight parameters, {𝛼, 𝛽,𝑤}𝑇𝑖 , based on
the distance between the meta architecture and each task archi-
tecture [66], {𝛼, 𝛽,𝑤}𝑚𝑒𝑡𝑎 − {𝛼, 𝛽,𝑤}𝑇𝑖 , as in Eq. (3), where each

Algorithm 1 Two-Fold Meta-Learning
Input :Distribution over tasks 𝑃 (𝑇 )

Task learning rate 𝜆𝛼 , 𝜆𝛽 , 𝜆𝑤
Meta learning rate 𝜉𝛼 , 𝜉𝛽 , 𝜉𝑤
Meta-cell learning rate 𝛿𝛼 , 𝛿𝛽 , 𝛿𝑤

Result :Meta cell {𝛼, 𝛽, 𝑤}𝑚𝑒𝑡𝑎−𝑐𝑒𝑙𝑙
while not converged do
{𝛼, 𝛽, 𝑤}𝑚𝑒𝑡𝑎 ←− stack({𝛼, 𝛽, 𝑤}𝑚𝑒𝑡𝑎−𝑐𝑒𝑙𝑙 )
Sample tasks𝑇1 . . .𝑇𝑑 from 𝑃 (𝑇 )
for all𝑇𝑖 do

𝛼𝑇𝑖 , 𝛽𝑇𝑖 , 𝑤𝑇𝑖 ←− 𝛼𝑚𝑒𝑡𝑎, 𝛽𝑚𝑒𝑡𝑎, 𝑤𝑚𝑒𝑡𝑎

for 𝑗 ←− 1, ..., 𝑠 do
𝛼𝑇𝑖 ←− 𝛼𝑇𝑖 − 𝜆𝛼∇𝛼L𝑇𝑖,𝑗 (𝛼𝑇𝑖 , 𝛽𝑇𝑖 , 𝑤𝑇𝑖 )
𝛽𝑇𝑖 ←− 𝛽𝑇𝑖 − 𝜆𝛽∇𝛽L𝑇𝑖,𝑗 (𝛼𝑇𝑖 , 𝛽𝑇𝑖 , 𝑤𝑇𝑖 )
𝑤𝑇𝑖 ←− 𝑤𝑇𝑖 − 𝜆𝑤∇𝑤L𝑇𝑖,𝑗 (𝛼𝑇𝑖 , 𝛽𝑇𝑖 , 𝑤𝑇𝑖 )

end
end
Compute {T𝛼

𝑇𝑖
, T𝛽

𝑇𝑖
, T𝑤

𝑇𝑖
} of𝑇𝑖 in Eq. (4)

𝛼𝑚𝑒𝑡𝑎 ←− 𝛼𝑚𝑒𝑡𝑎 − 𝜉𝛼
∑
𝑇𝑖
T𝛼
𝑇𝑖
(𝛼𝑚𝑒𝑡𝑎 − 𝛼𝑇𝑖 ) in Eq. (3)

𝛽𝑚𝑒𝑡𝑎 ←− 𝛽𝑚𝑒𝑡𝑎 − 𝜉𝛽
∑
𝑇𝑖
T𝛽

𝑇𝑖
(𝛽𝑚𝑒𝑡𝑎 − 𝛽𝑇𝑖 ) in Eq. (3)

𝑤𝑚𝑒𝑡𝑎 ←− 𝑤𝑚𝑒𝑡𝑎 − 𝜉𝑤
∑
𝑇𝑖
T𝑤
𝑇𝑖
(𝑤𝑚𝑒𝑡𝑎 − 𝑤𝑇𝑖 ) in Eq. (3)

Compute {C 𝑎𝑙𝑝ℎ𝑎
𝑐𝑙

, C𝛽𝑐𝑙 , C
𝑤
𝑐𝑙
} of 𝑐𝑙 for all 1 ≤ 𝑙 ≤ 𝑛 in Eq. (5)

𝛼𝑚𝑒𝑡𝑎−𝑐𝑒𝑙𝑙 ←− 𝛼𝑚𝑒𝑡𝑎−𝑐𝑒𝑙𝑙 − 𝛿𝛼
∑
𝑐𝑙
C𝛼𝑐𝑙 (𝛼𝑚𝑒𝑡𝑎−𝑐𝑒𝑙𝑙 − 𝛼𝑚𝑒𝑡𝑎𝑐𝑙

)
𝛽𝑚𝑒𝑡𝑎−𝑐𝑒𝑙𝑙 ←− 𝛽𝑚𝑒𝑡𝑎−𝑐𝑒𝑙𝑙 − 𝛿𝛽

∑
𝑐𝑙
C𝛽𝑐𝑙 (𝛽𝑚𝑒𝑡𝑎−𝑐𝑒𝑙𝑙 − 𝛽𝑚𝑒𝑡𝑎𝑐𝑙

)
𝑤𝑚𝑒𝑡𝑎−𝑐𝑒𝑙𝑙 ←− 𝑤𝑚𝑒𝑡𝑎−𝑐𝑒𝑙𝑙 − 𝛿𝑤

∑
𝑐𝑙
C𝑤𝑐𝑙 (𝑤𝑚𝑒𝑡𝑎−𝑐𝑒𝑙𝑙 − 𝑤𝑚𝑒𝑡𝑎𝑐𝑙

)
end

task is weighted by the task coefficients, {T𝛼
𝑇𝑖
,T 𝛽

𝑇𝑖
,T𝑤

𝑇𝑖
}. After that,

the cell coefficients for all 1 ≤ 𝑙 ≤ 𝑛 cells, i.e., {C𝛼𝑐𝑙 , C
𝛽
𝑐𝑙
, C𝑤𝑐𝑙 }, are

computed as described in Eq. (5). Finally, the 𝑛-cell meta architec-
ture {𝛼, 𝛽,𝑤}𝑚𝑒𝑡𝑎 is compressed (folded) back into a single meta
cell as {𝛼, 𝛽,𝑤}𝑚𝑒𝑡𝑎−𝑐𝑒𝑙𝑙 through meta-cell learning by taking the
distances between the meta cell and each cell of the meta architec-
ture, i.e., {𝛼, 𝛽,𝑤}𝑚𝑒𝑡𝑎−𝑐𝑒𝑙𝑙 − {𝛼, 𝛽,𝑤}𝑚𝑒𝑡𝑎𝑐𝑙

, where each cell 𝑐𝑙 is
weighted by the cell coefficients, {C𝛼𝑐𝑙 , C

𝛽
𝑐𝑙
, C𝑤𝑐𝑙 }.

5 ON-DEVICE ARCHITECTURE SEARCH
The offline-learned meta cell is loaded onto the device and un-
folded to construct the initial 𝑛-cell architecture. Then, a memory-
efficient online on-device architecture search is performed for a
target dataset through the expectation-based operation and edge pair
search, and step-by-step back-propagation.

5.1 Expectation-based Architecture Search
Expectation-based Search.While differentiable architecture search
[53, 59, 81, 100] achieves a search time reduction compared to the
alternative methods [22], it still requires an excessive amount of
memory. Since it utilizes the mixture of 𝑘 candidate operations, e.g.,
convolution, pooling, etc., for every single edge in a cell, which is
called MixedOp [59], weighted by the operation parameter 𝛼 , inter-
mediate outputs of all 𝑘 operations should be stored in memory for
the back-propagation, invoking the high memory consumption.

To enable memory-efficient differentiable architecture search,
we propose the expectation-based operation search, which curtails
the memory usage of 𝑘 candidate operations by partially updating
the selected subset of them. For each search step, it updates only
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the selected 𝑞 operations, where 𝑞<𝑘 , based on the expected value
of the operation parameter 𝛼 at the final search step 𝑓 , which is
denoted as 𝛼 𝑓 , estimated from the recent trend of gradients over
the last 𝑡 search steps.

At the 𝑗-th search step for 𝑗<𝑓 , where 𝑓 is the final search step,
the operation parameter 𝛼 at the final search step 𝑓 , 𝛼 𝑓 , is computed
by the gradient descent given the loss L as:

𝛼 𝑓 =𝛼 𝑓 −1−𝜆𝛼
𝜕L𝑓 −1
𝜕𝛼

=𝛼 𝑗−𝜆𝛼
( 𝜕L 𝑗

𝜕𝛼
+· · ·+

𝜕L𝑓 −2
𝜕𝛼
+
𝜕L𝑓 −1
𝜕𝛼

)
=𝛼 𝑗−𝜆𝛼

𝑓 −1∑︁
𝑖=𝑗

𝜕L𝑖
𝜕𝛼

(6)

By assuming the gradient 𝜕L𝑖

𝜕𝛼 converges to some constant 𝑐 (nearly
zero) for all 𝑖 ≤ 𝑓 as 𝑓 approaches to∞, the expected value of 𝛼 𝑓
in Eq. (6), which is denoted as E[𝛼 𝑓 ], can be estimated from the
gradients over the last 𝑡 search steps as:

E[𝛼 𝑓 ] = E
[
𝛼 𝑗 − 𝜆𝛼

𝑓 −1∑︁
𝑖=𝑗

𝜕L𝑖
𝜕𝛼

]
≃ 𝛼 𝑗 − 𝜆𝛼

𝑓 − 𝑗

𝑡

𝑗∑︁
𝑖=𝑗−(𝑡−1)

𝜕L𝑖
𝜕𝛼

(7)

from that E
[ ∑𝑓 −1

𝑖=𝑗
𝜕L𝑖

𝜕𝛼

]
≃ 𝑓 − 𝑗

𝑡

∑𝑗

𝑖=𝑗−(𝑡−1)
𝜕L𝑖

𝜕𝛼 if 𝜕L𝑖

𝜕𝛼 →𝑐 . Even if
𝜕L𝑖

𝜕𝛼 does not converge to a constant 𝑐 , the summation of the gra-
dients over the last 𝑡 steps is expected to help anticipate 𝛼 𝑓 by
providing the recent trajectory in the parameter space, similarly
working as the momentum factor [72].

Based on E[𝛼 𝑓 ], which can be estimated at an arbitrary search
step 𝑗 as in Eq. (7), we select 𝑞 operations having the highest E[𝛼 𝑓 ]
as a subset of 𝑘 candidate operations in an edge and only update
their 𝛼 parameters for each search step, whereas those of non-
selected operations are not updated.

While fully utilizing the forward execution of the entire architec-
ture with all 𝑘 operations, which allows for deriving stable model
outputs, we store only the intermediate outputs of selected 𝑞 opera-
tions in memory and discard those of the remaining 𝑘−𝑞 operations,
as the latter is not involved in the back-propagation computation.
From this, maximum 𝑘 times of memory can be saved when only
one operation is selected for update, i.e., 𝑞 = 1. By sampling a subset
of operations based on E[𝛼 𝑓 ] and only storing their intermediate
outputs in memory, the partial update of MixedOp becomes possi-
ble without significant performance degradation of the architecture
search, reducing both the memory usage and computation time
required by the back-propagation.
Exploration vs. Exploitation. Although the expected value of the
final operation parameter 𝛼 , i.e., E[𝛼 𝑓 ], can be effectively estimated,
it might keep updating a similar subset of operations repeatedly,
while the rest remains not selected for update, due to some potential
induced bias of E[𝛼 𝑓 ].

To tackle this problem, we incorporate the concept of exploration
and exploitation [15] into the expectation-based operation search,
which randomly samples 𝑞 operations without considering E[𝛼 𝑓 ]
with the probability 𝑝 , or alternatively, selects 𝑞 operations based
on E[𝛼 𝑓 ] with the probability 1 − 𝑝 for each search step. Namely,
the former explores new operations that may have lower E[𝛼 𝑓 ] at
the moment by updating their 𝛼 , while the latter exploits E[𝛼 𝑓 ],
that reflects the trend of gradients known so far, to focus on the

well-founded operations that are likely to be included in the final
architecture.

Thus, with the exploration and exploitation being applied, a set
of 𝑞 operations O𝑞 to be updated for each search step is composed
from a set of all 𝑘 candidate operations, O𝑘 , as:

O𝑞=
{
{𝑜1, . . ., 𝑜𝑞}⊆𝑅O𝑘 if 𝐵=1
{𝑜1, . . ., 𝑜𝑞}⊆O𝑘 s.t. E[𝛼𝑜𝑢

𝑓
]≥E[𝛼𝑜𝑣

𝑓
] for 𝑢≤𝑞<𝑣 if 𝐵=0 (8)

where ⊆𝑅 denotes the random subset relation, E[𝛼𝑜𝑢
𝑓
] and E[𝛼𝑜𝑣

𝑓
]

is the expected value of 𝛼 at the final search step 𝑓 for operation 𝑜𝑢
and 𝑜𝑣 , respectively, and 𝐵 is a random variable from the Bernoulli
distribution [86] as 𝐵∼𝐵𝑒𝑟𝑛(𝑝) taking the value 1 with probability
𝑝 , and 0 with probability 1 − 𝑝 .
Expectation-based Edge Pair Search. Given a set of edges con-
necting𝑚 nodes in a cell, where each edge contains 𝑘 candidate
operations on it, as shown in Fig. 3, we compose a set of possible
pairwise edges and select a subset of them to be included in the final
architecture. We apply the concept of pairwise edges to On-NAS
as they are known to enhance the efficiency of architecture search
and accelerate the optimization process [23]. To determine which
edge pairs to be included in the final architecture, the edge pair
parameter 𝛽 is assigned to each possible pair of edges and updated
over search steps in a similar way to the operation parameter 𝛼 .
Then, at the final search step 𝑓 , a designated number of edge pairs
with the highest 𝛽 are chosen as the final architecture.

To enable memory-efficient edge pair search by enabling a partial
update of the edge pair parameter 𝛽 , we propose the expectation-
based edge pair search, with which the expected value of 𝛽 at the
final search step 𝑓 , denoted as E[𝛽𝑓 ], is estimated similarly to the
expected value of the operation parameter 𝛼 , i.e., E[𝛼 𝑓 ] in Eq. (7).
Based on the expected value of 𝛽 at the final step 𝑓 , i.e., E[𝛽𝑓 ], a set
of 𝑔 edge pairs E𝑔 to be updated for each search step is composed
from a set of all possible ℎ edge pairs, Eℎ , where 𝑔 < ℎ, as:

E𝑔=
{
{𝑒1, . . ., 𝑒𝑔}⊆𝑅Eℎ if 𝐵=1
{𝑒1, . . ., 𝑒𝑔}⊆Eℎ s.t. E[𝛽𝑒𝑢

𝑓
]≥E[𝛽𝑒𝑣

𝑓
] for 𝑢≤𝑔<𝑣 if 𝐵=0 (9)

where E[𝛽𝑒𝑢
𝑓
] and E[𝛽𝑒𝑣

𝑓
] is the expected value of 𝛽 at the final

search step 𝑓 for edge 𝑒𝑢 and 𝑒𝑣 , respectively.
As the intermediate outputs of non-selected edge pairs are not

stored in memory, further memory reduction is achieved on top
of the expectation-based operation search. If only a single pair of
edges is chosen to be updated for each node in a cell consisting
of𝑚 nodes, i.e., 𝑔=2(𝑚−1) and ℎ=𝑚(𝑚−1)/2, at most𝑚/4 times
of memory can be reduced. Combined together, the expectation-
based operation and edge pair search reduce the memory usage
of architecture search up to 𝑘 · 𝑚/4 times without a significant
performance drop.

5.2 Step-By-Step Back-Propagation
To further reduce the memory consumption of on-device architec-
ture search, we propose the step-by-step back-propagation, which
optimizes the architecture andweight parameters (𝛼 , 𝛽 , and𝑤 ) of an
individual cell discontinuously from each other with a reasonable
cost of time by progressively storing the intermediate cell gradi-
ents in the computational chain, as a variant of re-materialization
(gradient check-pointing) [31].
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Figure 6: For a model architecture consisting of 𝑛 cells, the peak memory
consumption of the back-propagation is reduced to 1/𝑛 at maximum by evict-
ing the intermediate outputs of all ephemeral cells except for the designated
tracked cell, starting backward from the last cell. "Tracked cell" represents
the designated cell to be updated at the current phase, and "ephemeral cell"
represents the cell whose intermediate outputs are discarded from memory.
"Last phase gradient" depicts that the required gradients are passed from the
previous phase to the current phase to update the tracked cell.

In the cell motif-based architecture of On-NAS, a total of 𝑛 cells
are stacked and connected through their inputs and outputs with
residual connections [59], considering the input and output of each
cell as a computational node and their connection as an edge. Based
on that, the step-by-step back-propagation updates the operation,
edge pair, and weight parameters (𝛼 , 𝛽 , and𝑤 ) of each cell one by
one (phase by phase) in the backward chain of gradient computation
by utilizing the information passed from the previous phase.

As shown in Fig. 6, for the (𝑛 − 𝑙)th phase of the step-by-step
back-propagation, the forward propagation is first executed from
the first cell to the 𝑙-th designated cell (tracked cell), and then only
the gradient of the tracked cell is computed and stored in memory,
along with the cell output, while all the other outputs of preceding
cells (ephemeral cells) acquired during the forward propagation are
evicted from memory. Afterward, at the next (𝑛 − 𝑙 + 1)th phase,
the operation, edge pair, and weight parameters (𝛼 , 𝛽 , and 𝑤 ) of
the designated (𝑙 + 1)-th cell are updated by using the gradient and
output stored at the previous (𝑛 − 𝑙)th phase. By storing (track-
ing) only a few intermediate gradients and cell outputs for each
phase, requiring much less memory compared to saving all the
intermediate outputs of all cells, each cell can be independently
updated only using 1/𝑛 of memory. As the forward propagation is
not fully executed except for the first phase, the time required by
unnecessary forward propagation becomes minimized.

Given 𝑜𝑐𝑙 as the output of the 𝑙-th cell 𝑐𝑙 , the gradient of the loss
L with respect to the weight parameters of the two consecutive
(𝑙 + 1)-th and 𝑙-th cell, 𝑤𝑐𝑙+1 and 𝑤𝑐𝑙 , respectively, are calculated
by the chain of the back-propagation [78] as:

𝜕L
𝜕𝑤𝑐𝑙+1

=
𝜕L
𝜕𝑜𝑐𝑙+3

( 𝜕𝑜𝑐𝑙+3
𝜕𝑜𝑐𝑙+2

𝜕𝑜𝑐𝑙+2

𝜕𝑜𝑐𝑙+1
+
𝜕𝑜𝑐𝑙+3

𝜕𝑜𝑐𝑙+1

) 𝜕𝑜𝑐𝑙+1
𝜕𝑤𝑐𝑙+1

(10)

𝜕L
𝜕𝑤𝑐𝑙

=
𝜕L
𝜕𝑜𝑐𝑙+2

( 𝜕𝑜𝑐𝑙+2
𝜕𝑜𝑐𝑙+1

𝜕𝑜𝑐𝑙+1

𝜕𝑜𝑐𝑙
+
𝜕𝑜𝑐𝑙+2

𝜕𝑜𝑐𝑙

) 𝜕𝑜𝑐𝑙
𝜕𝑤𝑐𝑙

(11)

Here, the first and second term is for the connection with the next
cell and the residual connection with one after the next.

To compute the gradient of the 𝑙-th cell, 𝜕L
𝜕𝑤𝑐𝑙

in Eq. (11), at the

(𝑛−𝑙+1)-th phase, we store 𝜕L
𝜕𝑜𝑐𝑙+2

= 𝜕L
𝜕𝑜𝑐𝑙+3

𝜕𝑜𝑐𝑙+3
𝜕𝑜𝑐𝑙+2

, 𝑜𝑐𝑙+2 , and 𝑜𝑐𝑙+1

obtained from Eq. (10) in memory at the previous (𝑛−𝑙)-th phase

and pass them to the next (𝑛−𝑙+1)-th phase. By doing that, when
it proceeds to the next (𝑛−𝑙+1)-th phase, the gradient of the 𝑙-th
cell, 𝜕L

𝜕𝑤𝑐𝑙

in Eq. (11) can be computed from the passed 𝜕L
𝜕𝑜𝑐𝑙+2

, 𝑜𝑐𝑙+2 ,
and 𝑜𝑐𝑙+1 , in addition to 𝑜𝑐𝑙 and𝑤𝑐𝑙 which can be obtained from the
current (𝑛−𝑙+1)-th phase, resulting in the exactly same update to
normal back-propagation consuming up to 𝑛 times more memory.

6 EXPERIMENTS
Implementation. We implement the proposed On-NAS using Py-
Torch [68], the most popular deep learning framework, to provide
development convenience and portability to various embedded plat-
forms, which is publicly available at a git repository1. To evaluate
the offline two-fold meta-learning, we use an NVIDIA RTX 3090
GPU. For the evaluation of online on-device architecture search,
we deploy On-NAS onto NVIDIA Jetson Nano equipped with 2GB
of unified memory [11], where 1GB of memory is occupied by the
system, and the remaining 1GB of memory is left for On-NAS.
Evaluation. We first evaluate the effectiveness of the task and cell
coefficients used in two-fold meta-learning, along with the storage
usage of the meta cell. We next evaluate on-device architecture
search and measure the memory consumption under two dataset
shift scenarios, i.e., 1) few-shot learning with two widely used
benchmark datasets (miniImageNet [88] and Omniglot [48]) and 2)
full-task adaptation with two datasets (CIFAR-10 [44] and CIFAR-
100 [44]) that are popularly used in the NAS community to assess
the performance of architecture search from scratch.
Search Space. As established in previous works [23, 59], we opt for
a 4-cell structure for our over-parameterized model, consisting of 2
normal cells and 2 reduction cells. To conduct fair comparisons, we
also maintain consistency in other hyperparameter settings, includ-
ing the number of nodes, edge connectivity, and candidate opera-
tions as established in previous work, MetaNAS [23]. To clarify, our
set of candidate operations consists of Conv3x3, DilatedConv3x3,
Conv1x5-5x1, MaxPool3x3, AvgPool3x3, SepConv3x3 and SkipConnect.
Following MetaNAS [23], the cells have three intermediate nodes,
where each node passes an output to the next nodes, resulting in a
total of nine edges with MixedOP [59] for each cell. As we allow
two different edges at most for the input of single nodes after the
search, the total number of possible architecture configurations for
each cell is equivalent to 2 × 32 × 76, resulting in 22 × 34 × 712 pos-
sible configurations considering normal cell and reduction cell for
total model architecture, which is identical to previous work [23],
comparable to other DARTS-based methods [59, 100].
Baselines.We compare the memory usage and performance of On-
NAS against four state-of-the-art cell-based meta-learning-applied
and/or differential architecture search methods, i.e., DARTS [59],
MetaNAS [23], ProxylessNAS [10], and PC-DARTS [95].

6.1 Two-fold Meta-Learning
We first examine the performance of offline two-fold meta-learning
by measuring the effectiveness of the task and cell coefficients given
in Eq. (4) and Eq. (5) with the accuracy of the meta cell over meta
epochs. Fig. 7 plots the test accuracy of 5-shot learning on mini-
ImageNet [88] and Omniglot [48] over 15,000 meta epochs of GPU
training with the four cases of two-fold meta-learning: 1) without
coefficients, 2) task coefficients only, 3) cell coefficients only, and
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4) both task and cell coefficients applied. It shows that applying
both task and cell coefficients enables the meta cell to achieve the
lowest loss (also the highest accuracy) and faster optimization for
both miniImageNet and Omniglot by minimizing the loss more
efficiently when compared to the cases without coefficients. For
example, "both_coeff" of miniImageNet in Fig. 7 starts to touch the
loss value of 1.20 around 5,000 epochs and finally arrives at 1.08,
while "no_coeff" records 1.22 at its lowest. While utilizing the task
and cell coefficient alone does not provide notable performance im-
provement, using them together gives a synergy in optimizing the
meta cell as they complement each other and work as a momentum
guiding the direction of the update towards the optimal point.
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Figure 7: The performance of the meta cell pre-trained for 5-shot learning
of miniImageNet [88] and Omniglot [48] over meta epochs. The trajectory of
evaluation loss and accuracy demonstrates that two-fold meta-learning with
both task and cell coefficients enables it to converge faster to the lowest loss
(highest accuracy).

Fig. 8 shows examples of the normal and reduction cell [103],
unfolded from a single meta cell learned by two-fold meta-learning
for miniImageNet [88], where its search space, e.g., candidate op-
erations, is predefined identically with MetaNAS [23]. Those two
cells consist of separate operation and edge pair parameters (𝛼
and 𝛽) but with the same meta weight parameters (𝑤 ) based on
the weight sharing [69] implemented in On-NAS. As both 𝛼 and
𝛽 require only a trivial amount of storage, a single meta cell can
be space-efficiently unfolded into the full model architecture and
folded vice versa, by utilizing not only 𝛼 and 𝛽 but also𝑤 .
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Figure 8: The visualization of two classes of cells in the form of a directed
acyclic graph (DAG), i.e., the reduction and normal cell [103], unfolded from a
single meta cell found by two-fold meta-learning of miniImageNet [88]. Blue
and green boxes denote the cell input and output, respectively, and yellow
boxes represent the nodes connected through the edges of operations, e.g.,
conv and pooling.

For instance, the four cells of miniImageNet [88] (2.6MB) in Fig. 8
are folded into a single meta cell (0.6MB), achieving 4.3x storage

space saving. As themodel architecture hasmore cells, more storage
reduction is achieved, e.g., we observe 20x storage reduction (from
2,600MB to 128MB) in the scale-up DARTS-based model consisting
of 20 cells, 7 nodes, and 256 conv channels [92].

6.2 On-Device Architecture Search
We next evaluate online on-device architecture search on two
dataset shift settings, i.e., few-shot and full-task learning.
Few-Shot Learning. We measure the peak memory usage, model
performance (test accuracy), and search time of on-device architec-
ture search in few-shot learning settings, which requires a small
number of architecture search steps, and compare them against
three cell-based meta-learning-applied and/or differential architec-
ture search methods, i.e., DARTS [59], MetaNAS [23], Proxyless-
NAS [10], and PC-DARTS [95].

miniImageNet
NAS Memory(MB) Acc(%) Time(Device/GPU)

5-shot

DARTS 4123 62.40±0.91 X / 5.2s
MetaNAS 5100 62.00±0.87 X / 5.6s
PC-DARTS 1700 59.67±1.06 X / 5.1s

ProxylessNAS 2235 62.00±1.25 X / 20.1s
On-NAS (Ours) 243 63.33±0.11 8m 15s / 27.7s

1-shot

DARTS 1616 45.67±2.84 X / 2.5s
MetaNAS 1668 46.80±1.84 X / 2.5s
PC-DARTS 567 42.73±1.59 1m 02s / 2.2s

ProxylessNAS 753 41.19±1.14 X / 8.8s
On-NAS (Ours) 158 46.80±1.42 3m 06s / 13.6s

Omniglot
NAS Memory(MB) Acc(%) Time(Device/GPU)

5-shot

DARTS 534 98.82±0.16 4m 10s / 14.1s
MetaNAS 564 98.83±0.22 4m 33s / 14.1s
PC-DARTS 189 90.12±0.57 3m 10s / 13.9s

ProxylessNAS 272 96.08±0.34 13m 46s / 48.1s
On-NAS (Ours) 26 98.98±0.10 19m 26s / 1m 38s

1-shot

DARTS 192 87.10±0.51 1m 58s / 8.1s
MetaNAS 202 85.62±0.21 2m 10s / 8.2s
PC-DARTS 66 69.12±0.85 2m 21s / 8.1s

ProxylessNAS 112 91.83±1.24 5m 41s / 25.4s
On-NAS (Ours) 25 90.22±0.85 11m 10s / 56.0s

Table 2: The few-shot performance comparison among NAS methods. ‘Device’
and ‘GPU’ time indicates the required time for 10 search steps on Jetson Nano
and RTX 3090 GPU, respectively. ‘Device’ shows the time required for archi-
tecture search on the target device, and ‘X’ indicates that the NAS algorithm is
not able to run on the target device as lack of hardware (memory) resources.

Tab. 2 summarizes the experiment result of 5-way/20-way 5-shot
and 1-shot adaptation on miniImageNet [88] and Omniglot [48].
Each task takes 10 architecture search steps for dataset adaptation
on Jetson Nano with 1GB of free memory, starting from the un-
folded meta cell that is offline pre-trained for 30,000 meta-epochs
by two-fold meta-learning. All experiments are run under three
independent trials with random seeds and tested with 100 sampled
tasks per run, following the standard evaluation method of few-shot
learning [23, 75].

As shown in Tab. 2, On-NAS achieves comparable or slightly
superior performance over the four baselines, e.g., 1.3% higher
accuracy than MetaNAS [23] with 20x less memory consumption.
Although more time is required for architecture search, it enables
NAS tasks to be performed on the device with limited memory,
e.g., reducing 4,123MB memory to 243MB for 5-shot learning of
DARTS on miniImageNet, which has been impossible with existing
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miniImageNet
5-shot 1-shot

𝑞 Mem(MB) Acc(%) Time Mem(MB) Acc(%) Time
1 361 63.50±0.99 8m 05s 132 44.87±0.81 3m 04s
2 431 63.33±0.11 8m 34s 157 46.87±1.64 3m 19s
3 505 62.12±1.53 9m 11s 189 44.40±1.72 3m 26s
4 576 61.33±0.92 9m 35s 201 50.53±2.78 3m 32s
5 645 62.25±0.79 10m 11s 233 46.80±2.61 3m 42s
6 713 61.83±0.99 10m 35s 257 50.87±1.23 3m 46s
7 787 62.02±0.87 11m 18s 277 48.47±1.16 3m 54s

Omniglot
5-shot 1-shot

𝑞 Mem(MB) Acc(%) Time Mem(MB) Acc(%) Time
1 59 98.67±0.22 19m 23s 29 86.48±0.30 10m 58s
2 64 98.98±0.10 20m 03s 32 90.22±0.28 11m 18s
3 73 98.97±0.18 21m 23s 35 91.47±0.62 11m 51s
4 81 98.70±0.37 22m 03s 38 91.92±0.54 12m 21s
5 90 99.08±0.18 22m 50s 41 91.58±0.21 12m 35s
6 98 98.77±0.35 23m 15s 43 91.57±0.02 13m 09s
7 102 98.67±0.22 24m 00s 49 92.42±0.12 13m 33s

Table 3: The performance of On-NAS on 5-shot and 1-shot learning of mini-
ImageNet [88] (5-way) and Omniglot [48] (20-way) with different numbers of
operations (𝑞) to be selected for the update of their operation parameter (𝛼)
during on-device architecture search.

NAS. Although the Omniglot experiment shows that the baselines
could run on the device without applying On-NAS as their memory
requirements are smaller than the device memory capacity (1GB),
it implies that On-NAS can be utilized for on-device architecture
search on a more resource-constrained low-end embedded platform,
e.g., STM32 Cortex-M7 boards [5] with 32MB RAM, as memory
consumption of architecture search is decreased 8x from 202MB
(MetaNAS) to 25MB (On-NAS).
Memory Reduction. Fig. 9 provides the breakdown of memory
reduction achieved by On-NAS. In 20x of total memory reduc-
tion, the expectation-based operation search, combined with the
gradient accumulation [55, 85], contributes the most, i.e., 14x re-
duction, followed by the step-by-step back-propagation (1.4x) and
expectation-based edge pair search (1.1x). It demonstrates that the
real memory reduction closely matches our theoretical analysis
with some implementation overheads increasing memory usage in
practice. For instance, the expectation-based edge pair search in
miniImageNet is expected to reduce the memory usage by up to 4x
as the total number of cells in its architecture is four, i.e., 𝑛=4, and
it actually reduces 1.4x of memory in the experiment, validating
the bound of memory saving achieved by On-NAS.
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Figure 9: The efficacy of each memory-saving on-device architecture search
method of few-shot learning on miniImageNet [88] and Omniglot [48]. 𝛼 , 𝛽 ,
and SBS denotes expectation-based operation search, edge pair search, and
step-by-step back-propagation, respectively. By applying them all together,
20x memory saving is achieved.

Expectation-based Search. Tab. 3 summarizes the memory usage,
model performance (test accuracy), and search time when differ-
ent numbers of operations (𝑞) are selected for the update at each
search step during the expectation-based operation search. The

result shows that almost similar accuracy is achieved in all num-
bers of operations, e.g., two operations record even 1.3% higher
accuracy than the entire seven operations on 5-shot learning of
miniImageNet while consuming 54.8% of memory and 16% less time.
Fig. 10 provides statistics of the test accuracy in Tab. 3, showing that
the overall performance of miniImageNet and Omniglot does not
severely degrade even though the number of operations decreases,
implying that the expectation-based search enhances the efficiency
of operation search with a slight impact on the accuracy. Since the
model performance tends to be maintained with small numbers of
operations, while the memory consumption is reduced, On-NAS
enables the user to adjust the number of operations according to
the memory budget of the target device without significant per-
formance drops, making On-NAS a memory-aware and flexible
on-device NAS solution. Fig. 11 shows the final cell architecture
found for few-shot learning of Omniglot [48] on the device.
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Figure 10: The plot of test accuracy over the number of operations in Tab. 3,
including the mean and standard deviation, measured with three independent
runs under the identical setting to Tab. 2.
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Figure 11: The visualization of the cell architectures (reduction and normal
cell [103]) in the form of a directed acyclic graph for Omniglot [48]. (a) and
(b): The initial architecture before online on-device architecture search. (c)
and (d): The final architecture after online on-device architecture search.

Full-Task Adaptation. Considering the limited computing power
of many embedded devices, On-NAS can be best utilized in practice
for an environment where it finds the optimal model architecture
by learning a relatively small number of data samples, as shown in
the few-shot experiments given above. To assess the potentials and
limits of On-NAS on more serious dataset shift scenarios where
a large amount of data samples needs to be learned, we perform
On-NAS for full-task adaptation required to find the optimal model
architecture from scratch using all the available data samples.

Tab. 4 shows the memory usage, model performance (test accu-
racy), and search time of full-task adaptation to CIFAR-10 [44] and
CIFAR-100 [44] over 391 × 50 and 391 × 100 search steps, which is
much bigger than 10 search steps taken by few-shot learning on
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miniImageNet. We observe that On-NAS executing the expectation-
based operation search with two operations achieves 3.63% higher
accuracy on CIFAR-10 than PC-DARTS [95], one of the state-of-the-
art memory-efficient DARTS-based NAS. When five operations are
updated instead of two, On-NAS achieves comparable performance
to DARTS [59] on CIFAR-100, i.e., 56.58% vs. 55.76%, with 10x less
memory being consumed (3,479MB vs. 325MB).

CIFAR-10
NAS Memory(MB) Acc(%) Time(Device/GPU)

DARTS 3460 87.47 X / 0.27 days
PC-DARTS 1070 77.83 X / 0.10 days

On-NAS (2 Ops) 290 81.46 2.21 / 0.17 days
On-NAS (5 Ops) 397 86.03 2.41 / 0.18 days

CIFAR-100
NAS Memory(MB) Acc(%) Time(Device/GPU)

DARTS 3479 56.58 X / 0.24 days
PC-DARTS 1169 50.73 X / 0.24 days

On-NAS (2 Ops) 238 50.77 4 / 0.31 days
On-NAS (5 Ops) 325 55.76 4.21 / 0.33 days

Table 4: Full-task adaptation performed from scratch on CIFAR-10 [44] and
CIFAR-100 [44]. The performance of On-NAS is compared to the two baselines
(DARTS [23] and PC-DARTS [95]). The search time is measured in GPU days
on Jetson Nano and a server-grade GPU (RTX 3090). ’X’ means the NAS could
not run on the device.

Fig. 12 shows the contribution of each memory-saving method
used in On-NAS on full-task adaptation. Similar to few-shot learn-
ing, 20x of memory is saved at maximum by the expectation-based
operation and edge pair search, and step-by-step back-propagation,
verifying that they also apply to more serious dataset shift prob-
lems that require searching for the optimal model architecture via
full-task adaptation.

3190 (MB)
CIFAR-10

None α α+β +SBSβα+ None α α+β +SBSβα+

CIFAR-100

348 297 187

3180

362 250 160

~17x reduc�on ~20x reduc�on

Figure 12: The efficacy of each memory-saving on-device architecture search
method of full-task adaptation on CIFAR-10 [44] and CIFAR-100 [44]. 𝛼 , 𝛽 ,
and SBS denotes expectation-based operation search, edge pair search, and
step-by-step back-propagation, respectively. By applying them all, more than
17x of memory usage is reduced.

Search Time. Full-task adaptation inevitably entails a large num-
ber of search steps (epochs), e.g., 391 × 50 steps (50 epochs) in our
experiment, as it searches for the optimal architecture using the
entire training dataset from scratch. Consequently, the amount of
time spent by On-NAS becomes longer than GPU-running cases as
provided in Tab. 4, e.g., 4 GPU days on CIFAR-100, due to the sig-
nificant gap in computing power between a server-grade GPU and
an embedded device, e.g., 35 TFLOPS (RTX 3090) vs. 472 GFLOPS
(Jetson Nano). However, On-NAS seems to take a relatively short
search time by effectively overcoming scarce resources of the de-
vice, i.e., 12x longer search time given 75x less computing power
and 10x smaller memory when compared to using a GPU. Although
computation (time) complexity is not the main topic of this pa-
per, it indicates that On-NAS is not only memory-efficient but also
compute-efficient. Nevertheless, it needs to be further investigated
how to search model architectures in full-task adaptation with more
reasonable time costs by lowering the search time complexity while
keeping low memory consumption enabled by On-NAS.

7 LIMITATIONS AND FUTUREWORKS
Architecture Search Time. As shown in our experiments, On-
NAS achieves competitive performance in few-shot learning on a
device with limited memory by finding optimal model architectures
over few steps within an acceptable period of time. However, when
it comes to full-task learning that finds an optimal architecture
using the entire training dataset from scratch, On-NAS inevitably
entails a larger number of search steps, e.g., 600 epochs. Conse-
quently, the amount of time spent by On-NAS becomesmuch longer
when compared to using a high-end GPU, 4.21 days, in part pro-
longed by the step-by-step backpropagation. It could primarily be
blamed on the significant gap in computing power between GPUs
and embedded devices. Nevertheless, there exist trade-offs between
the architecture search time and memory consumption in On-NAS,
which should be further investigated to fully apply it to full-task
learning with reasonable time costs. As a future work, a new ap-
proach that can decrease the search time complexity with low peak
memory consumption is to be studied so that On-NAS can become
feasible in both time- and memory-wise perspectives.
Online Meta Cell Learning. The proposed meta cell is generated
from offline meta-learning of multiple datasets (tasks) and then
loaded into the device, which enables fast and effective on-device
architecture search for new real datasets, However, it may need to
be updated (re-learned) on the device as real data distributions keep
changing over time in practice. Yet the current framework requires
server-side transfer to update the meta cell, we look forward to
implementing meta-learning on the target device as a future work,
to update the meta cell continuously. By continuously updating the
meta cell with the real datasets on the device, it becomes able to
better adapt to ever-changing data when compared to using the
static meta cell not updated at all once loaded. One possible way of
updating the meta cell on the device is to apply a continual learning
method, such as EWC [42] or gradient-based sample selection [2],
to prevent catastrophic forgetting [27, 47] of the meta cell. It allows
maintaining the previously-learned data of themeta cell by reducing
the risk of over-fitting to new data while gradually accumulating
new information learned from new datasets. As more real datasets
are aggregated to the meta cell over time, the adaptability of the
meta cell to the continually-changing data gets improved, which is
also expected to accelerate in finding optimal architectures.
Extension to Other NAS Algorithms. Based on the fact that we
employ the Reptile [66] meta-learning algorithm, and cell-based
architecture, utilized in previous works [53, 59, 100] which are
currently regarded as state-of-the-art approaches achieving the
best performance within a reasonable time on many NAS prob-
lems [14, 77], it is natural to extend On-NAS to other gradient-
based meta-learning algorithms [26, 75, 80] and various other NAS
techniques [18, 21, 50]. As meta-learning itself is less influential for
the reduction of peak memory required, most of the gradient-based
meta-learning algorithms can be seamlessly applied to current On-
NAS. Nonetheless, there are NAS algorithms that are not based on
cell-based structures or repeated motifs, which focus on the diver-
sity of a module while compensating search time with performance
that provides comparable results to the cell-based differentiable
NAS. As the backbone of On-NAS is the cell-based differentiable
NAS, it seems not obvious how to extend it to such NAS algorithms



SenSys ’23, November 12–17, 2023, Istanbul, Turkiye Bosung Kim and Seulki Lee

with alternative structures. Considering the continuous improve-
ment and development of NAS methods, the approaches that de-
crease the peak memory usage of NAS proposed in this paper need
to apply to non-cell-based and non-differential NAS. Finding some
common search procedures among NAS methods and analyzing
their memory consumption patterns would help generalize On-NAS
to a NAS-agnostic memory-efficient on-device NAS solution.

8 RELATEDWORK
On-Device NAS. To the best of our knowledge, no existing works
fully support neural architecture search (NAS) on the device. In-
stead, many on-device NAS [56, 62, 84] perform architecture search
in a hybrid form with the collaboration of a cloud server by dele-
gating the memory-consuming and compute-intensive architecture
search process to the cloud and only evaluate the performance
of the resulting architectures on the device. Hence, the network
connectivity should be retained between the device and server dur-
ing the search procedure, which can hardly address the dataset
shift problem by the device itself when the network connection be-
comes unavailable. Unlike those so-called on-device NAS, On-NAS
searches for the best architecture and weight parameter entirely on
the device without the burden of connectivity, privacy issues, and
data transfer bottlenecks, enabling a genuine architecture search
on the device for the first time.
Efficient NAS. To lower the inefficiency of neural architecture
search [22], the research domain of efficient NAS [61] has been fa-
cilitated in recent years [8, 58, 69, 103]. In particular, PC-DARTS [95]
suggests partial connections of convolution channels to reduce the
memory consumption of DARTS [59]. However, the scope of its
partial search is limited only to the convolution where the channels
are randomly sampled without any principle, unlike On-NAS that
allows partial search on all types of operations as well as edge pairs
based on the expectation estimation, saving much more memory ,
i.e., up to 4% (On-NAS) vs. 33% (PC-DARTS). FP-DARTS [90] utilizes
two over-parameterized networks, each consisting of half of the
candidate operations, and selectively controls the search path using
a binary gate to reduce memory consumption. Similarly, Proxy-
lessNAS [10] decreases the memory usage of NAS by binarizing
possible paths. Although they can simplify the search path similar
to On-NAS, they utilize only the selected paths in the forward exe-
cution, resulting in unstable model output, negatively affecting the
search performance. On the contrary, On-NAS executes all forward
paths only once, which enables fast and stable architecture search
while reducing memory consumption in multiple facets, i.e., selec-
tively determining a few operations and edge pairs on top of the
step-by-step back-propagation. Moreover, all of the existing works
are not designed for resource-constrained embedded devices, un-
like On-NAS that enables systematic and flexible memory-efficient
architecture search on embedded devices in accordance with their
tight memory budgets.
Meta-Learning-applied NAS. To compensate for the generaliza-
tion issue of deep models, gradient-based meta-learning has been
proposed [25, 66, 75]. On that basis, On-NAS integrates gradient-
based meta-learning into differential architecture search by combin-
ing Reptile [66] and DARTS [59] in a similar way to MetaNAS [23].
By doing so, it can set up the initial meta architecture from various

task-specific architectures, enabling agile and better architecture
adaptation to new data while lessening the burden of architecture
search on the device. Unlike MetaNAS [23], On-NAS effectively
condenses 𝑛 cells into a single meta cell without significant perfor-
mance compensation through two-fold meta-learning with the task
and cell coefficients. Thus, the device storage required to employ
the initial meta architecture of 𝑛 cells decreases into 1/𝑛 so that the
meta cell becomes fit to the tiny storage of the device. Alternatively,
𝑛 meta cells trained with different domains would be deployed on
the device to be accordingly utilized depending on the domain of
new datasets (tasks), when given the same storage capacity.
On-Device Training. Recently, many approaches [19] have been
proposed to train deep models on resource-constrained devices [49].
TinyTL [9] introduces on-device transfer learning by exploiting
only the bias with the unique module while freezing the weight
parameters. Another study [30] tries to enable memory-efficient
training on the device by combining various memory-saving train-
ing techniques. Since on-device NAS can be seen as a repeated
process of training multiple candidate architectures, one might
wonder if it is possible to use existing on-device training meth-
ods as an alternative solution for on-device NAS. However, those
on-device training techniques [9, 19, 30, 49, 73] only update the
weight parameters of a fixed architecture, which cannot fully adapt
to a new dataset as demonstrated in previous works [29, 43, 76].
For example, p-Meta [73] employed meta-learning and memory-
efficient methodologies for on-device learning, similar to On-NAS.
However, p-Meta focuses on choosing adaptation-critical layers
and channels for memory efficiency, in contrast to On-NAS which
focuses on memory efficiency over repeated motifs based on estima-
tion of parameter optimization. Furthermore, it is noteworthy that
p-Meta [73] is dedicated to adjusting model weights for new distri-
bution, in contrast to our method which optimizes its architecture
and weight parameters, with the utilization of neural architecture
search algorithms. Also, neural architecture search is not a mere
sum of model training, as it jointly optimizes the model architec-
ture and weight parameter simultaneously, which is not only more
challenging but also more resource-demanding. In this paper, we
show that On-NAS would be a flexible and capable NAS solution
for continuously-shifting field data by adapting both weight param-
eters and model architecture.

9 CONCLUSION
This paper proposes a memory-efficient on-device neural architec-
ture search (NAS), which we call On-NAS, which drastically reduces
the massive memory requirement of NAS on the device. Starting
from the meta cell pre-trained through two-fold meta-learning pro-
posed to condense multiple cells into one, On-NAS finds the optimal
architecture for the target dataset on a resource-constrained em-
bedded device with the expectation-based operation and edge pair
search, and the step-by-step back-propagation. They collectively
enable a memory-efficient standalone on-device NAS for the first
time by solely performing NAS on the device without help from
external systems. The evaluations demonstrate that On-NAS com-
poses optimal model architectures competitive to GPU-based NAS
while consuming 20x less memory and 4x less storage space for
various dataset shifts on the device.
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