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ABSTRACT

Machine learning models that are used for the prediction and control of production can improve
quality and yield. However, developing models that are highly accurate and reflective of real-world
processes is challenging. We propose a feedforward neural network model specifically designed
for continuous Multistage Manufacturing Processes (MMPs) without intermediate outputs. This
model, which is termed “MMP Net,” can accurately represent the control mechanism of continuous
MMPs. Whereas existing studies on learning MMPs assume an intermediate output data, the MMP
Net does not require such an unrealistic assumption. We use the MMP Net to develop prediction
models for the lubricant base oil production process of a world-leading lubricant manufacturer.
Evaluation results show that the MMP Net is superior to other deep neural network and machine
learning models. Consequently, the MMP Net was actually implemented in a real factory in 2022
and is expected to save 900,000 dollars per year for each production line. We believe that our
work can serve as a basis to develop customized machine learning solutions for improving con-
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tinuous MMPs.

1. Introduction

In any manufacturing process, the proper control of varia-
bles relevant to each stage is the key to managing the quality
and production yield during the transformation of raw
material inputs into final product outputs (Kano and
Nakagawa, 2008; Park et al, 2022). Successful control
requires the accurate prediction of output variables (Arif
et al., 2013). The increasing availability of data on the input,
control, and output variables of manufacturing processes has
led to the application of machine learning techniques to the
prediction of output variables and optimization of process
control (Niaki and Davoodi, 2009; Amini and Chang, 2018;
Zhu et al., 2019; Wu et al., 2020).

The complexity of modern product systems directs man-
ufacturers to adopt Multistage Manufacturing Processes
(MMPs) rather than single-stage ones (Shi and Zhou, 2009;
Kim et al, 2018). Any MMPs, whether continuous or dis-
crete, involve the simultaneous control of multiple variables
in each stage; control variables in a stage affect the inter-
mediate output from that stage. Notably, control variables in

a stage naturally affect the intermediate outputs in the next
stages (Zou and Tsung, 2008) but not vice versa (i.e., control
variables in a stage do not affect the intermediate outputs
from previous stages). The quality and production yield of
final products depend on the outputs from the intermediate
stages (Li et al., 2007; Zhang et al, 2021). Therefore, the
application of machine learning to MMPs has mainly
involved multi-model frameworks, in which different learn-
ing models are used for different stages (Jin and Shi, 2012;
Bera and Mukherjee, 2016; Yin et al., 2018; Lee, Kim, and
Kim, 2021), whereas single-model frameworks have been
used for single-stage processes (Chen et al, 2008; Wang
et al., 2009; Sun et al., 2018). Multi-model frameworks pre-
dict the outputs of each intermediate stage in a forward-
stepwise manner (i.e., the predicted output of a previous
stage is sent as the input to the next stage, as shown in the
upper part of Figure 1).

This approach is inapplicable to cases in which only the
control and environment variables of each stage (x, in
Figure 1) are known, whereas the intermediate outputs (y,

CONTACT Kihyuk Yoon @ dreamistar@unist.ac.kr; Junghye Lee @ junghye@snu.ac.kr; Chiehyeon Lim @ chlim@unist.ac.kr.

*First authors (equal contribution).

@ Supplemental data for this article is available online at https://doi.org/10.1080/24725854.2023.2242434.

Copyright © 2023 The Author(s). Published with license by Taylor & Francis Group, LLC.

This is an Open Access article distributed under the terms of the Creative Commons Attribution-NonCommercial-NoDerivatives License (http://creativecommons.org/licenses/by-nc-nd/4.0/),
which permits non-commercial re-use, distribution, and reproduction in any medium, provided the original work is properly cited, and is not altered, transformed, or built upon in any way.
The terms on which this article has been published allow the posting of the Accepted Manuscript in a repository by the author(s) or with their consent.


http://crossmark.crossref.org/dialog/?doi=10.1080/24725854.2023.2242434&domain=pdf&date_stamp=2023-09-08
http://orcid.org/0000-0001-9035-7545
http://orcid.org/0000-0001-6910-4754
http://orcid.org/0000-0003-0492-2865
http://orcid.org/0000-0003-3221-1526
http://orcid.org/0000-0001-6112-9674
https://doi.org/10.1080/24725854.2023.2242434
http://creativecommons.org/licenses/by-nc-nd/4.0/
https://doi.org/10.1080/24725854.2023.2242434
http://www.tandfonline.com

2 . H. CHO ET AL.

MMPs with intermediate outputs

raw material(s),
control & environment
variable(s) X1

intermediate
output y;

control & environment control & environment

variable(s) x,, variable(s) Xy

oue o final product
YN
intermediate J intermediate

output y, output y,

control & environment
variable(s) X,

MMPs without intermediate outputs

raw material(s),
control & environment  control & environment control & environment control & environment
variable(s) X4 variable(s) X, variable(s) x,, variable(s) Xy

final duct
H H . yN
v v v

int 1ate int 1ate inte 1ate
ol 1 ol 2 oy n

Figure 1. MMPs with intermediate outputs (upper) and without intermediate outputs (bottom).

in Figure 1) have no available data, especially in continuous
MMPs. Continuous manufacturing is a manufacturing sys-
tem where raw materials are continuously inputted and
processed without interruption, such as liquid production
processes in petrochemical and drug manufacturing. The
fundamental objective of establishing and operating a con-
tinuous manufacturing system is to increase production
yield by minimizing the time between different stages.
Therefore, continuous MMPs often do not involve inspec-
tion after intermediate stages, whereas inspection of inter-
mediate outputs from discrete MMPs in automobile
assembly and semiconductor manufacturing is easy.
Consequently, in the typical context of continuous MMPs
where intermediate output data cannot be collected, the
sequential process control mechanism has a composite struc-
ture, as shown in the Figure 1 (bottom) and the following
formula. x,, in the figure and formula indicates the control
and environment variables of each stage:

yn = stagey(...(stage,(stage, (stage, (X1), Xz), X3),...), Xn)
1

In the above scenarios, the multi-model framework is
infeasible. Thus, a single model specialized for continuous
MMPs without the need for data on intermediate outputs
can be useful for predicting and optimizing manufacturing
processes. However, to the best of our knowledge, such a
model is not available. In fact, we could not find a single
study on machine learning applications to continuous
MMPs that do not measure intermediate outputs. We
believe that this indicates the difficulty of predicting the
final output variables for such scenarios because existing sin-
gle-model frameworks are not designed to represent the
dynamics of multiple stages.

In this work, we propose MMP Net, a FeedForward
Neural Network (FFNN) model that accurately represents
the “control mechanism of continuous MMPs” in manufac-
turing industries (Figure 2). The MMP Net sequentially
injects special inputs into the hidden layers of an FFNN.
Given that the MMP Net is a single model, no intermediate
output information is necessary. The sequence of input fea-
tures in continuous MMPs can be considered intuitively,
and the dynamics in multiple stages can be represented sys-
tematically. We validated the MMP Net through quality pre-
dictions for a real-world lubricant base oil manufacturing,
which is a typical continuous, nonstop process that is a very
high value-added business in the petrochemical industry
(Yu, 2012).

Previous studies have combined existing machine learn-
ing techniques to address specific manufacturing processes,
but the results are often inapplicable to other cases. In this
respect, the main contributions of this study to industrial
and manufacturing systems engineering are summarized as
follows. First, we originally developed the MMP Net, which
is an end-to-end single model for solving machine learning
problems of continuous MMPs without intermediate outputs
by representing the control mechanism. Whereas existing
studies on learning MMPs assume the existence of rich
intermediate output data or simply adopt an existing model,
the MMP Net does not require such an unrealistic assump-
tion and its structure is specifically designed for continuous
MMPs with no intermediate outputs. As a result, the MMP
Net takes advantage of the multi-model framework (i.e.,
reflecting the sequential characteristics of MMP) and over-
comes its weaknesses (i.e., not applicable to cases without
intermediate outputs) through the injected input layers.
Second, we show the validity of the proposed MMP Net
through its real-world application on the optimization of a
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Figure 2. Architecture of MMP Net.

petrochemical production. In terms of accuracy, the trained
MMP Net solution is superior to other solutions that are
constructed based on the representative existing machine
learning and deep learning models. The solution provides
accurate predictions that can sufficiently support or replace
humans; engineers can control the factory in optimal ways
by referring to prediction outcomes. Given this superiority,
the MMP Net was actually implemented in a factory in 2022
and is expected to generate an annual savings of 900,000
USD per production line.

The remainder of this article is organized as follows.
Section 2 reviews the related works, and Section 3 explains
the architecture and algorithm of the MMP Net. Section 4
describes the real-world application of the MMP Net and
validates its utility. Section 5 discusses the methodological
and managerial contributions, as well as limitations of the
present study, and our plans for future work.

2. Related studies

To address the problems of data-driven manufacturing pro-
cess control, case-specific approaches have been proposed to
improve the prediction performance by considering the par-
ticular characteristics of various manufacturing processes.
For example, in the semiconductor field, wafer defects can
be categorized into single- and multi-defect patterns.
Detecting both patterns is important for product quality
control. However, detecting them simultaneously presents a
challenge because traditional shallow-learning models, which
are widely used to solve the wafer-defect problem, cannot
classify defects accurately when the datasets contain multi-
defect patterns. To cope with this problem, Tello et al.
(2018) proposed a deep learning model that identifies and
classifies single- and mixed-defect patterns using a gain-
based splitter with a convolutional neural network. In add-
ition, other studies have used dimensionality reduction and
feature selection techniques for variables in manufacturing
to solve its classification and regression problems. However,
although several variables play an important role in the out-
put, previous models cannot reflect the physical and

chemical mechanisms of manufacturing. Therefore, Yuan
et al. (2018) developed a deep learning-based model that
trains the network layer by layer with a variable-wise
weighted stacked autoencoder to reflect the mechanism of a
debutanizer column process through feature representation.

The abovementioned studies have shown that reflecting
the characteristics of the target process is effective in learn-
ing its data. Thus, multi-model approaches have been pre-
sented to address the structural characteristics of MMPs,
which take place in sequential stages (Sales-Setién et al,
2018), wherein the variables affect the operations of subse-
quent stages (Zou and Tsung, 2008); as manufacturers often
have difficulties in producing outputs that meet the desired
quality standards, scholars have attempted to overcome this
difficulty by applying data-driven approaches in MMPs to
predict product quality from process variables (Tian et al,
2017; Sharp et al., 2018; Wang and Tsung, 2021). The nature
of MMPs results in the use of multi-model frameworks, in
which machine learning models are developed for each indi-
vidual stage and connected by intermediate outputs (Lee,
Kim, and Kim, 2021); the input features of each stage are
considered separately. For example, a simplified-solution
approach (Bera and Mukherjee, 2016) that assigns a linear
regression model to each stage is suggested for the multi-
stage multiple response optimization problem. Similarly,
Lee, Kim, and Kim, (2021) proposed a multi-model frame-
work with decision trees to address the data-driven control
problem of MMPs. Meanwhile, Jiang et al. (2014) proposed
a machining error propagation network to reflect the correl-
ation among complicated interactions in different MMP
stages. Liu et al. (2018) developed a framework for multi-
stage basic oxygen furnace steel-making process using a
Hybrid Kernel Least Squares Support Vector Machine
(HKLSSVM) as the base model for each stage. The proposed
multi-model approach showed high performance compared
with single-stage model approaches that only consider the
error of the final output, such as an SVM, relevance vector
machine, least squares SVM (LSSVM; Valyon and Horvith,
2009), and single-stage HKLSSVM.
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However, the fundamental challenge is that the above multi-
model approaches require intermediate output data. Although
such data are available in several cases, the prediction errors
accumulate across different models in a forward-stepwise man-
ner with existing multi-model approaches, leading to the unreli-
able estimation of search spaces for process control
optimization. To overcome these problems, Arif et al. (2013)
proposed a framework with multiple Principal Component
Analysis (PCA) and iterative dichotomizer algorithms, which
attempt to solve and reflect the nature of MMPs with a single-
rather than a multi-model approach. In this framework, PCs are
obtained for the variables of the initial stage through PCA, and
the variables in subsequent stages are added to derive the next
PCs. This process is repeated until the last stage is reached. The
obtained PCs of the last stage are used as the input of the itera-
tive dichotomizer algorithms that predict the product quality.
With this framework, the characteristics of MMPs can be cap-
tured by sequentially preprocessing the variables of each stage
using several PCAs. However, the structural characteristics of
MMPs without intermediate outputs are still not reflected in the
actual learning process. Recently, Zhang et al. (2021) proposed a
deep learning approach for quality prediction in MMPs. This
model focuses on the dependency relationships among multiple
machines through a path-enhanced bidirectional graph attention
network, but it also requires intermediate outputs. In conclusion,
to the best of our knowledge, no study on generally applicable
methods has reflected the continuous MMP without intermedi-
ate outputs in a single model.

Having a reference model for a specific real-world industrial
or social problem is useful and necessary. Examples of such
models include the deep learning-based newsvendor problem
solving framework (Oroojlooyjadid et al., 2020), the deep learn-
ing framework for remaining useful life estimation of complex
systems (Kim and Liu, 2020), the Transformer-based multivari-
ate stock movement prediction model (Yoo et al, 2021), the
controlled sequence generation model for the diet planning
problem, which had not been addressed as a sequence gener-
ation problem but a combinatorial optimization problem (Lee,
Kim, Lim, Kim, Kim and Jung, 2021), and other recent studies
(Hao et al, 2022; Seo et al, 2022; Li et al, 2023). Given that
accurate machine learning models are crucial for industrial intel-
ligence (Yang et al, 2019; Chen et al., 2023), developing a refer-
ence model for learning continuous MMPs in various industries
will significantly help bridge the gap between the unique mech-
anism of such processes and modern machine learning models
and techniques. This reference model would offer a high-per-
formance basis for researchers and practitioners aiming to
improve their continuous MMPs. The proposed MMP Net
described in the next section would serve as such a reference
model that can represent continuous MMPs without intermedi-
ate outputs in industries.

3. MMP Net
3.1 Architecture of MMP Net

The MMP Net has two types of input layers, namely, the
initial and the injected (Figure 2). These input layers per-
form the same role of receiving information, but have

different forward positions. The initial input layer forwards
the initial input to the first hidden layer, and the injected
input layer concatenates these data with the hidden layer
and forwards the intermediate input to the next hidden
layer. The injected input layer injects variables in the same
manner as in the actual process. Consequently, the model
can represent the sequential control mechanism of continu-
ous MMPs.

Before describing the MMP Net architecture in detail, we
define our notations as follows. Let x, € R, x, € R%,
z €R", and z, € R™ be the initial input, »™ injected
input, initial hidden layer, and n™ hidden layer, respectively,
for n =2,..., N (where the N is the last stage). The weights
of the initial input layer, the ™ injected input layer, and
the n™ hidden layer in the MMP Net are denoted by W, €
R&*n Wl e R%*™, and WY € R"™*™, respectively. The
nonlinearity of the features is indicated by the use of a non-
linear activation function (denoted by ¢(-)), such as rectified
linear unit (ReLU).

The configuration of features for a certain layer (depend-
ing on the input of the previous layer) is represented as

zZ = G(fol), 2)
z, = O'(WXTanl + WInTxn), Vn=2,.,N, 3)
yN = MLP(zy), (4)

where MLP(-) is one or more fully connected layers to
obtain the output of the MMP Net. In MMP Net, the input
can be one or more of the following (depending on the layer
position): (i) initial input layer, (ii) injected input layer(s),
and (iii) hidden layer(s). The MMP Net architecture can
adapt to changes based on data characteristics, because the
number and location of injected input layers, number of
hidden layers, and the number of latent features per hidden
layer are user-defined parameters.

The proposed MMP Net emulates the sequential process
control mechanism of continuous MMPs by injecting the
control and environment variable(s) of intermediate stages
into the hidden layers. Therefore, the proposed MMP Net
can operate with the composite structure of sequential MMP
control mechanisms, which was described in the
Introduction section with Equation (1). In view of the for-
ward pass in training the neural network, the first-stage data
flow through the first hidden layer(s) and produce the latent
vector z;, which represents the characteristics of the first
stage of the MMP under consideration. Subsequently, z; is
merged with the second-stage data to generate the latent
vector z,, which represents the characteristics of the first
and second stages of the MMP under consideration. This
mechanism exactly matches the sequential process control
mechanism of continuous MMPs, in which the raw material
inputs become the first intermediate outputs after passing
through the process control in the first stage, and the first
intermediate outputs become the second intermediate out-
puts after passing through the process control in the second
stage.



3.2 Training algorithm of MMP Net

Algorithm 1: MMP Net training algorithm for regression
example

Input: X, : initial input; X,, : n'™ intermediate input
n : learning rate

() : activation function
max_iter: maximal number of iterations
0= [01,...,0n,...,0N, 0MLP] Where,
0,={Wl, WY}, vn=2,.,N is a set of the
parameters of MMP Net

Output: y : predicted output

Procedure MMP Net training

Initialize: ©°)

iter <— 0
repeat
forn=1,...,N do
if n =1 then
Z, = o(WIX))
else
Z,=c(W" . Z,_,+ W X,
end if
y= MLP(Zn)
=y -yl

@(iter+l) — @(iter) — % vﬁ@(’m)
until iter < max_iter
return @

end function

To create a prediction model based on MMP Net, we
need to estimate the parameters of the MMP Net. Given
data D = {X1 S RleS,Xn € R4, y e RS}, where s is the
sample size, the training process of the MMP Net with the
objective function of minimizing the regression loss between
the predicted and the actual values is represented as

<W1*, wiwYr WMLP*)

N 5
= argmin 17— ylls Vn=2,..,N, )
Wi, Wi, WY, Wap
where || - || denotes the Frobenius norm, and y is the esti-

mated value of y. The size changes according to the number
of intermediate inputs. The training process for the MMP
Net is presented in Algorithm 1. Given the initial and inter-
mediate inputs defined by the domain knowledge of the
actual process structure and available dataset, the weights
(including the bias) are randomly initialized. The initial
input layer is propagated to the initial hidden layer.
Subsequently, the injected input layer X, and the previous
hidden layer Z,_, are concatenated and propagated to the
next hidden layer Z,. Finally, the estimates of outputs are
computed through the MLP(-) in (4). The differences (i.e.,
losses) between the actual and estimated values are calcu-
lated, and the parameters are updated to minimize the loss
based on a gradient descent algorithm.

We can predict the outputs of new data based on the
trained MMP Net (i.e., f(x), where the optimal parameters
Wi, WL, WY, and Wy p* are mounted). The prediction
process is the same as the forward propagation of Algorithm 1.

IISE TRANSACTIONS (&) 5

Given this process, the input layers of the MMP Net are
only connected to each other with the features of the hidden
layers z,, whereas the intermediate outputs connect the
inputs of each model in the multi-model approaches
reviewed in Section 2. As such, the MMP Net has an advan-
tage compared with existing multi-model approaches; being
a single model end-to-end learning framework, the MMP
Net has less risk of losing the information of variables from
earlier stages.

3.3 Relevance with the control mechanism of
continuous MMPs

3.3.1 Backward pass of MMP Net

In continuous MMPs, the influences of control variables in
a stage do not affect previous stages. To capture the sequen-
tial process control mechanism of continuous MMPs in the
MMP Net, it is essential to ensure that the injected input(s)
and corresponding weight(s) do not affect the latent vectors
and gradients of the weights in subsequent layers. The back-
ward pass of the MMP Net (we assume activation function
o as ReLU and omit it for simplification) is represented as
follows:

OL  Ozy OL

8z, 0Oz, .82n+1
I (6)
- n+1 azn+1’

OL Dz, OL

0Zn11 B 0zn41 .azn+2 (7)
_wv .
- Wn+2 azn+2’
oL 0z, OL
WY OWY 9z,
e ®
— 4n—1 82’1,
oL oz, oC
oWl oWl oz,
. "or 9)
T 9z,

During the backward pass, the gradient of the latent vec-
tor z, is the production of weight W), and %ﬂﬁl, whereas
that of the latent vector z,.; is the production of weight
WX 4, and Oiﬁz in (6) and (7). The gradient of the latent
vector does not incorporate injected input(s) and the corre-
sponding weight(s) of subsequent layers. In addition, the
gradient of the weights WX and W{l in (8) and (9) does not
include the subsequent injected input(s). Thus, the learning
weights in a layer of the MMP Net is not affected by the
control and environment of the subsequent stages. Thus, the
MMP Net can represent the sequential process control
mechanism of continuous MMPs.
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3.3.2 Limitation of conventional FFNNs in continuous
MMPs

The MMP Net is a feedforward neural network (FFNN)-
based architecture, but it has a distinct difference with con-
ventional FFNNs. Conventional FFNNs cannot operate with
the composite structure described in Figure 1 and Equation
(1), and thus cannot demonstrate the sequential process
control mechanism of continuous MMPs. For instance, a
one-layer FENN model involves the equation y = W'x, and
the variables in all stages are included in the equation (i..,
x = concat([xy,...,Xy]). Consequently, a one-layer FFNN
model processes the data in all stages simultaneously in a
mixed manner; thus, this model cannot accommodate the
sequential characteristics of continuous MMPs. This limita-
tion also applies to the use of multilayer FFNN models.

3.3.3 Limitation of conventional recurrent neural network

(RNN)-type models in continuous MMPs
RNN-type models, such as conventional RNN, Long Short-
Term Memory (LSTM), and Gated Recurrent Unit (GRU),
employ a set of weights for each step, which are sequentially
updated across all steps. In the context of MMPs, the unit
of step can be the stage, and the RNN can learn the sequen-
tial structure of the MMPs by treating each stage as a step.
However, RNN-type models cannot reflect the control
mechanism of continuous MMPs because the weights
(Whidden and Winput) of such models are shared across all
steps (i.e., all stages of MMPs). For example, when data
from continuous MMPs without intermediate outputs are
used to train an RNN, the weights are initially estimated
using the Stage 1 data and then updated as the Stage 2 data
are inputted. This process repeats until the data from all
stages are inputted. Thus, RNNs estimate weights in the
training process by aggregating the data across the stages
sequentially but do not estimate weights per different stages,
and the use of trained weights in the inference process does
not appropriately represent the sequential mechanism of
continuous MMPs.

4. Validation of MMP Net

We applied and evaluated the MMP Net to a real-world
lube base oil production, a chemical continuous MMP in
which the intermediate outputs are not observed. As shown
in Figure 3, the feed passes from Stage 1 to Stage 4 in
sequence before being transformed into the final product
(i.e., lube base oil). Herein, the feed is unconverted oil,
which is what remains of crude oil after producing petrol-
eum products such as gasoline and diesel. Stages 1 and 2
involve catalyst towers; a chemical reaction occurs when the
feed enters these stages. Stages 3 and 4 distill the feed by
adjusting the tower temperature, pressure, reflux, and steam.

The quality of lube base oil is an important factor,
because it is commonly used as a raw material to make
lubricant-based products. However, maintaining lube base
oil quality (as measured by the pour point and kinematic
viscosity) consistently with production standards in real
time is extremely difficult and costly in the continuous man-
ufacturing process, due to the time and effort required in its
measurement. The pour point is the minimum temperature,
accurate to 1°C, at which the oil loses its flow characteris-
tics. Kinematic viscosity refers to a measurement of resist-
ance to oil flow, accurate to 0.1 centistokes. Furthermore,
the production involves numerous variables, and tracking
intermediate product quality is infeasible due to high heat
and pressure. This condition causes difficulties and compli-
cations when attempting to apply the multi-model approach
to the lube base oil MMP. To solve this problem, we devel-
oped a soft analyzer that estimates the product quality in
real time based on the prediction with the MMP Net.

4.1 Data description

We used the company’s lube base oil production data, which con-
sist of three types of data: process operation, feed specification,
and product quality. Process operation data were collected by sen-
sors at 10-minute intervals during production. These sensors
recorded data on process environments and control throughout
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Figure 3. Multistage process flow diagram of lube base oil production.



the manufacturing in real time. The data consist of 5751 observa-
tions and 18 variables, which are categorized as Stage 1 (Reaction
1), Stage 2 (Reaction 2), Stage 3 (Distillation 1), and Stage 4
(Distillation 2). Feed specification and product quality data were
measured by five characteristic properties and two characteristic
properties, respectively. Both were collected by manual chemical
experiments once or twice a day. Thus, the experimental values
were interpolated by referring to the knowledge of domain experts
(i.e., process engineers and operators), because the experimental
data were scarce compared with process operation data.
Specifically, the experimental values of feed specification were
connected as the most recently measured experimental value was
copied and pasted until a new experimental value is measured.
This is because the experimental values of feed specification do
not change considerably. The experimental values of product
quality were connected by referring to the trend of kinetics-based
quality sensor data. Although the kinetics-based quality sensor
data could be collected in real time, its measurement errors were
not accurate; hence, the chemical engineers who worked for the
manufacturer did not use it. However, the trend information it
provided was considered reliable. Therefore, we used the con-
nected data as interpolated labels for the real-time prediction per-
formance of the proposed MMP Net and other baseline models.
The variables of each category are presented in Table 1.

4.2 Data preprocessing
For data preprocessing, we initially eliminated outliers that

were identified by domain experts on the manufacturing

Table 1. Variables in lube base oil production.
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process. These outliers were caused by interruptions or sen-
sor errors. We transformed all variables to have a mean of
zero and a standard deviation of one. Next, time lag align-
ment between different stages was performed. As shown in
Figure 4(a), one significant challenge in using the data col-
lected from continuous MMPs is that the control variables
and input processed by the controls do not match the row
because the data were collected in real time. Specifically, the
control data of the i stage (i.e., Stage i) and of Stage i+1 at
time ¢ are attributed to different inputs. In other words, the
operations and output data located in the same row do not
match directly. To generate a direct relationship between the
varjables and outputs in the production process, we must
place all data on the same oil in the same row. Therefore,
after an extensive discussion with domain experts, a time lag
was calculated and adjusted by considering the oil flow rate
and the pipe width (Figure 4(b)).

4.3 Modeling

Figure 5 shows the MMP Net architecture for learning the
lube base oil production. The proposed framework has four
stage modules and output regression modules. Each stage
module consists of a hidden layer, Batch Normalization
(BN) layer, activation layer, and a dropout. BN (Luo et al.,
2018) and dropout (Wager et al., 2013) were utilized for
regularization to solve the uncertainty propagation in the
real-world dataset. The regression module has a simple MLP
structure. Each stage module inputs variables corresponding

Variable category Variables

Feed specification
Stage 1 (Reaction 1)
Stage 2 (Reaction 2)
Stage 3 (Distillation 1)
Stage 4 (Distillation 2)
Product quality (label)

Catalyst average temperature

Kinematic viscosity, pour point

Kinematic viscosity, viscosity index, sulfur, nitrogen, pour point
Feed flow, catalyst life index, catalyst average temperature, and H, flow

0.H. temperature, O.H. pressure, reflux, tower temperature, steam flow
O.H. temperatures, O.H. pressure, reflux, steam flow, inflow temperature, viscosity chemical analyzer, pour point chemical analyzer

Feed Stage 1 Stage 2
t+1
t+2
t+3
t+4
t+5

t+6

(a)

t+3
t+4
t+5
t+6

Stage 3 Stage 4 Lube base oil

(b)

Figure 4. Time lag alignment of each stage variables and output in lube base oil production process. (a) before and (b) after applying a time lag alignment based

on the output.
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Figure 5. MMP Net architecture for lube base oil production process.

to each stage and concatenates it with the previously proc-
essed variables. For example, feed specification variables and
Reaction I variables are the input into the Stage 1 module.
The output of the Stage 1 module and Reaction II variables
were concatenated and inputted into the Stage 2 module.
The epoch, learning rate, batch size, dropout proportion,
activation function, and optimizer were set as 100, 0.001,
128, 10%, ReLU, and Adam, respectively. For the tuning of
the hidden size in the MMP Net, we used the grid search
method to find the optimal value that minimizes the Mean
Square Error (MSE) of the validation set as follows: hidden
size in [50, 100, 150, 200]. The number of hidden layers and
size in the regression module were set as one and half of the
hidden size in MMP, respectively. The parameters of each
model were determined during training as values with min-
imum validation loss using the early stopping method.

4.4 Experimental setup

To evaluate the performance of the MMP Net, we compared
the model with baseline models: linear regression, Least
Square Support Vector Regressor (LSSVR), random forest,
LightGBM, XGBoost, one-layer FFNN, multilayer FENN,
RNN, LSTM, and GRU. Our experiment involves two types of
FFNN: FFNN without BN and FFNN with BN. The FFNN
without BN is a conventional FENN without BN and dropout.
Additionally, a Multilayer FENN (with BN) was also tested,
which has the same depth, width, and user-defined parame-
ters with the MMP Net to check the performance of the
injected layers and conduct fair comparison with the MMP
Net. RNN, LSTM, and GRU models, which can capture
sequential patterns, were experimented by inputting each
stage data sequentially. Herein, embedding layers were added
in these models to match the same input dimension (i.e., we
matched all stage dimensions through embedding layers).
Linear regression was compared in that it can represent a state
space model generalizable for continuous MMPs considering
the states defined at the process stage level, not the time level.
Specifically, in view of the control mechanism of continuous
MMPs without intermediate outputs shown in Figure 1 and
Equation (1), a state space model can be conceptually defined
as yv = AL (...(AT(A] (ATx; +x;) +%3)...) + Xy), where A;
€ Réxdinyj = L,2,...,(N—1) and AyE€ R®*1 are the i
weight of the model. This eventually becomes the same as a
linear regression model.

The experiment was repeated five times using random
seeds ranging from zero to four (except for LSSVR, which
does not utilize a random seed). The dataset was divided
chronologically into training, validation, and test sets in a

Stage 4
Input

ratio of 80:10:10. For the tuning of user-defined parameters,
the grid search method was used to find the optimal values
that minimize the MSE of the validation set. Appendix A
summarizes the best user-defined parameters identified
through the grid search.

We used MSE, Root Mean Squared Error (RMSE), and
Mean Absolute Error (MAE) as the evaluation metrics of
product quality prediction, as shown as follows:

1 n . 2
MSE = ;Ziil ()/, —)/z) > (]-0)
1 n . 2
RMSE = \/;Z” i =) (11)
I .
MAE = ;Zizl 7, — yil, (12)

where 7, and y; represent the predicted and actual values,
respectively; and # is the number of samples.

4.5 Results

Table 2 compares the performance of the MMP Net with
other baseline models for predicting pour point and kine-
matic viscosity. Each value in the table represents the aver-
age value and standard deviation of the five repeated
experiments (except for LSSVR, which does not utilize a
random seed). Although the MMP Net outperforms the
baseline models, the multilayer FFNN (with BN)* shows
lower performance than the MMP Net, indicating that the
existence of injected input layers positively affects the per-
formance. Interestingly, while the RNN-type models show
lower performance than the MMP Net, they are inferior to
the linear regression and one-layer FFNN models. This find-
ing suggests that updating and using a single set of weights
may be unsuitable for reflecting the control mechanism of
continuous MMPs and learning the data from such proc-
esses. Lastly, the high performance of the linear regression
may indicate that the aforementioned general stage space
model may partially reflect the control mechanism of con-
tinuous MMPs and be useful for learning data from such
processes.

Figures 6 and 7 show the MMP Net prediction results for
pour point and kinematic viscosity, respectively. The values
of these figures are the original scale values reconverted
from the standardized values. The MMP Net follows the
label trend and can predict results close to the label, indicat-
ing that the MMP Net can be used as a real quality predic-
tion analyzer for continuous MMPs.
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Pour point Kinematic viscosity
MSE RMSE MAE MSE RMSE MAE

Linear Regression 0.2376 +£0.0298 0.4865 +0.0299 0.3808 +£0.0332 0.0003 + 0.0000 0.0170 +0.0008 0.0134+0.0011
LSSVR 0.8970 0.9471 0.7342 0.0006 0.0242 0.0191
RandomForest 0.4494 +0.0059 0.6704 + 0.0044 0.6037 +0.0051 0.0012 +0.0001 0.0351+0.0023 0.0299 +0.0019
LightGBM 0.3891 +0.0000 0.6238 +0.0000 0.5256 + 0.0000 0.0007 + 0.0000 0.0256 + 0.0000 0.0224 +0.0000
XGBoost 0.3991 + 0.0000 0.6317 +0.0000 0.5400 + 0.0000 0.0007 +0.0000 0.0265 + 0.0000 0.0210 + 0.0000
1-layer FFNN (without BN) 0.4430+0.1472 0.6422 +0.1331 0.4965 +0.0983 0.0002 +0.0000 0.0149+0.0010 0.0118 +0.0009
Multi-layer FFNN (without BN) 0.4385+0.1383 0.6521+0.1152 0.5030 +0.0979 0.0004 +0.0001 0.0200 + 0.0026 0.0169 +0.0025
1-layer FFNN (with BN) 0.4971+0.1231 0.7003 +0.0820 0.5503+0.0618 0.0003 +0.0001 0.0168 +0.0017 0.0140 +0.0016
Multi-layer FFNN (with BN) 0.2502 +0.0597 0.4963 +0.0626 0.3866 +0.0357 0.0005 + 0.0002 0.0232+0.0034 0.0198 +0.0031
Multi-layer FFNN (with BN)* 0.2530 +0.0603 0.4995 +0.0598 0.3857 +0.0367 0.0004 + 0.0001 0.0205 +0.0036 0.0168 +0.0034
RNN 0.4533+0.0516 0.6722 +0.0373 0.4914 +0.0329 0.0004 + 0.0000 0.0196 +0.0012 0.0158 +0.0005
LST™M 0.5281+0.1142 0.7228 +0.0751 0.5259+0.0779 0.0003 +0.0002 0.0174 +0.0045 0.0136 +0.0031
GRU 0.4466 +0.1511 0.6584+0.1148 0.4414 +0.0655 0.0004 + 0.0001 0.0202 +0.0029 0.0174 +0.0026
MMP Net 0.2226 +0.0250 0.4711 +0.0264 0.3678 £0.0174 0.0002 +0.0000 0.0118+0.0012 0.0097 +£0.0012

*While the user-defined parameters of all the other neural network models are optimized, the depth and width of this network are kept the same as those of

the MMP Net
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Figure 6. Pour point quality prediction with MMP Net.
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Figure 7. Kinematic viscosity quality prediction with MMP Net.

We believe that the superiority of the MMP Net over the
baseline models can be attributed to its ability to reflect the
control mechanism of continuous MMPs. The injected input
layer of the MMP Net reflects the variable sequence in the
model. In our real-world application of the MMP Net, the
first-stage data flow through the first hidden layer(s) and
produce the first-stage latent vector, which represents the
control in the first stage of the MMP under consideration.
Subsequently, the first-stage latent vector is merged with the
second-stage data to generate the second-stage latent vector,
which represents the control in the first and second stages
of the MMP under consideration. This training mechanism
of the MMP Net exactly matches the sequential process con-
trol mechanism of continuous MMPs, in which the raw
material inputs become the first intermediate outputs after
passing through the process control in the first stage and

the first intermediate outputs become the second intermedi-
ate outputs after passing through the process control in the
second stage. This simple and end-to-end single model
learning approach can reduce the risk of losing the informa-
tion of variables in each stage and propagate the gradients
backward by reflecting the real control mechanism of con-
tinuous MMPs.

4.6 Solution implementation in the factory

Traditionally, the control of lube base oil production has
been based on chemical experiments on the product quality
and supplemented by a chemical analyzer. If the product
specification is experimentally out of the normal range, then
changes occur in the process control variables, such as the
temperature and flow of certain stages. Such “manual” con-
trol has been conservative, because no trustworthy informa-
tion can be consulted in real time. If the performance of the
chemical analyzer is inaccurate, then the operators and engi-
neers must wait and rely on future experiments to verify the
result of their control. This process takes approximately
8hours on average to complete and is expensive (Figure
8(a)). Given the uncertainty about the current product speci-
fication and quality, controlling the process or responding
to unexpected changes has been extremely difficult.

The practical motivation of this study originated from
the challenges faced by the lube oil manufacturer, whereas
the academic motivation comes from the lack of a single
model for the MMP Net. Given its superiority over existing
methods, the soft analyzer solution based on the MMP Net
was implemented in an actual lubricant factory in 2022. As
demonstrated in the aforementioned results, the prediction
performance of the soft analyzer with the MMP Net was
extensively evaluated for real use by the operators and engi-
neers in the factory and is validated superior to those of
other baseline machine learning models and current chem-
ical analyzers. With this soft analyzer solution, operators
and engineers can monitor the process in real time and
fine-tune it as necessary (Figure 8(b)).
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Figure 8. Control of operators is reflected in the product specification after approximately 4 hours: (a) Control based on experimentation needs 12 hours to obtain
a result and is performed once or twice in a day; (b) The soft sensor can predict the product specification in real-time.

5. Concluding remarks

In this article we propose the MMP Net, a FFNN model
that accurately represents the “control mechanism of con-
tinuous MMPs” in manufacturing industries, such as liquid
production processes in petrochemical and drug manufac-
turing. The injected input layers enable the MMP Net to
reflect the sequential characteristics of the MMP of interest
and eliminate the accumulated error from which existing
multi-model approaches typically suffer. The effectiveness of
the MMP Net is quantitatively validated based on its appli-
cation to real-world lubricant base oil manufacturing, show-
ing a superior performance than those of other models.
Based on the experimental results, the MMP-Net-equipped
soft analyzer was actually implemented in a lubricant fac-
tory. The yield enhancement by controlling the quality of
pour point and the kinematic viscosity is expected to
improve by 0.285% and 0.365%, respectively, resulting in a
total savings of 900,000 USD per year.

In modern machine learning application studies, reflect-
ing the inherent characteristics of the problem is the key to
learning the real data collected from the original problem
source. For example, the characteristics can be reflected in
designing the loss function, such as physics-informed loss
function design (Raissi et al., 2019), chemistry-informed fea-
ture engineering (Kim et al., 2023), and the customization
of the neural network architecture with expert knowledge
(Gao et al., 2018). Our proposed MMP Net is in line with
this hybrid approach by reflecting the characteristics of
manufacturing processes with multiple and sequential stages
by using a novel architecture. As shown in the results, the
basic MMP Net outperforms other well-known existing
models in the prediction problem of MMPs. Moreover, to
serve various purposes, the proposed framework can be flex-
ibly combined with other deep learning techniques, such as
a convolutional layer, transfer learning, and attention mech-
anism. In conclusion, we believe that the MMP Net illus-
trates how the gap between neural network models and the
real manufacturing can be bridged successfully.

Nonetheless, this study has several limitations that need
consideration in future work. For example, in our real-world
application of the MMP Net, the time lag adjustment was

implemented based on domain knowledge when the col-
umns and rows of data were adjusted according to the lube
base oil production. However, this adjustment can poten-
tially introduce errors. A statistical approach can be devised
to find an optimal case of time lag adjustment. We also
identified potential research topics that could systematically
address the data uncertainty issues of continuous MMPs
without intermediate outputs. These topics include the inte-
gration of multirow learning approaches (e.g., convolution
operation) and transfer learning techniques with the pro-
posed MMP Net to address uncertainties in time series
inputs to the network and catalyst-based chemical reactions
in continuous MMPs in petrochemical industries, respect-
ively. The combination of multirow learning approaches that
can extract temporal features (e.g., dilated causal convolu-
tion) with MMP Net may be able to address another limita-
tion of the MMP Net, which is its inability to consider
nonstationary dependencies between time series data.
However, even with these limitations, we believe that imple-
menting and extending the MMP Net can reduce the predic-
tion error rate or increase the production yield not only in
chemical manufacturing, such as the lubricant case that is
examined here, but also in other production optimization
problems of continuous MMPs, such as for steel, drug, and
food manufacturing. We plan to apply the MMP Net to
such processes in the future.
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Appendix A
Table 3. (Pour point) Best user-defined parameters for deep learning models.

Learning Architecture
Model # of epochs  Learning rate  Batch size # of layers Hidden size  activation  dropout  # of parameters
MMP Net 100 0.001 128 5 150 ReLU 0.1 84,151
(4 stage & 1 hidden layer)

1-layer FFNN (without BN) 100 0.001 128 1 150 ReLU - 3751
1-layer FFNN (with BN) 100 0.001 128 1 50 ReLU 0.1 1351
Multilayer FFNN (without BN) 100 0.001 128 4 150 ReLU - 71,701
Multilayer FENN (with BN) 100 0.001 128 5 100 ReLU 0.1 43,901
Multilayer FFNN (with BN)* 100 0.001 128 5 150 ReLU 0.1 84,151
RNN 100 0.001 128 5 50 - - 26,901
LSTM 100 0.001 128 1 50 - - 21,801
GRU 100 0.001 128 5 100 - - 305,801

*While the user-defined parameters of all the other neural network models are optimized, the depth and width of this network are kept the same as those of

the MMP Net.

Table 4. (Pour point) Best user-defined parameters for machine learning models.

Model User-defined parameters

LSSVR C: 5/ gamma: 0.1

XGBoost learning_rate: 0.1 / n_estimators: 500 / max_depth: 10
LightGBM n_estimators: 1000 / max_depth: 10

RandomForest n_estimators: 1000 / max_depth: 20

Table 5. (Kinematic viscosity) Best user-defined parameters for deep learning models.

Learning Architecture
Model # of epochs  Learning rate  Batch size # of layers Hidden size  activation  dropout  # of parameters
MMP Net 100 0.001 128 5 (4 stage & 1 hidden layer) 200 RelLU 0.1 147,201
1-layer FFNN (without BN) 100 0.001 128 1 200 ReLU - 5001
1-layer FFNN (with BN) 100 0.001 128 1 200 ReLU 0.1 5401
Multilayer FFNN (without BN) 100 0.001 128 4 50 RelLU - 8901
Multilayer FFNN (with BN) 100 0.001 128 4 50 ReLU 0.1 9301
Multilayer FFNN (with BN)* 100 0.001 128 5 200 ReLU 0.1 147,201
RNN 100 0.001 128 3 150 - 0.1 140,101
LSTM 100 0.001 128 5 100 - 0.1 406,801
GRU 100 0.001 128 1 150 - 0.1 140,101

*While the user-defined parameters of all the other neural network models are optimized, the depth and width of this network are kept the same as those of

the MMP Net.

Table 6. (Kinematic viscosity) Best user-defined parameters for machine learning models.

Model User-defined parameters

LSSVR C: 80 / gamma: 0.1

XGBoost learning_rate: 0.01 / n_estimators: 500 / max_depth: None
LightGBM n_estimators: 100 / max_depth: None

RandomForest n_estimators: 100 / max_depth: 20
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